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The visible stars in a galaxy trace 
only a portion of the baryonic 
matter important to its evolution.



An extended corona of gas may be a 
remnant of the collapse of the galaxy, 
perhaps at the virial temperature of 
the dark matter halo.



Outflows driven by star formation 
and/or AGN act iv i ty c i rcu late 
baryons, metals, and energy into 
the corona (and perhaps beyond the 
halo).



Inflowing pristine matter from the 
intergalactic medium may fuel star 
formation in the disk or be heated, 
subsumed into the corona.

An extended corona of gas may be a 
remnant of the collapse of the galaxy, 
perhaps at the virial temperature of 
the dark matter halo.

Outflows driven by star formation 
and/or AGN act iv i ty c i rcu late 
baryons, metals, and energy into 
the corona (and perhaps beyond the 
halo).

The visible stars in a galaxy trace 
only a portion of the baryonic 
matter important to its evolution.



The galaxy itself is embedded in and 
draws from the cosmic web of gas 
and galaxies.



The CGM plays a fundamental role in and potentially 
provides unique constraints on galaxy evolution.

Ancient outflows

Metal-poor infall

Metal-poor infall

Recycling? 
Satellite stripping?

Primordial corona?

Hot-mode accretion?
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CGM = CircumGalactic Medium

1. How does the CGM reflect galaxy evolution?

2. What role does the CGM play in shaping galaxies?



The baryonic and metal content of 
the CGM trace matter collected 

from the assembly of the galaxy &  
matter expelled from the galaxy.

Recycling? 
Satellite stripping?

Primordial corona?

Hot-mode accretion?

1. How does the CGM 
reflect galaxy evolution?



*The galactic mass-metallicity relationship 
may be shaped by galactic outflows.

The Mass–Metallicity Relation 7

measurement error, we switch to using the luminosity in the
native SDSS passbands, k-corrected to the median redshift,
z ∼ 0.1. To quantify the influence of dust, we correct the
galaxy luminosities for intrinsic attenuation using the atten-
uation curve of Charlot & Fall (2000) and assuming that the
stars experience 1/3 of the attenuation measured in the neb-
ular gas. The nebular attenuation is determined simultane-
ously with the metallicity assuming a metallicity-dependent
Case B Hα/Hβ ratio (Brinchmann et al. 2004; Charlot et al.
2004). We assume that the correction for intrinsic attenuation
automatically accounts for any inclination-dependent effects.

In Figure 5 we systematically examine the impact of dust
and M/L variations on the luminosity–metallicity relation by
adopting different measures of galaxy luminosity: 1) the ab-
solute g-band magnitude corrected for inclination-dependent
attenuation following Tully et al. (1998); 2) the absolute g-
band magnitude corrected for intrinsic attenuation, as de-
scribed above; 3) and the absolute z-band magnitude cor-
rected for intrinsic attenuation. In panels 1-3 of Figure 5
we indicate the distribution of metallicity at a given lumi-
nosity by displaying the contours which enclose 68 and 95%
of the data in bins of 0.4 mag. The contours provide a non-
parametric description of the distribution which is unbiased
as long as the errors in luminosity are small relative to our
adopted bin-size. For comparison, we also show the tradi-
tional least-squares linear bisector fit to the data in panel 1
(12+log(O/H) = −0.186(±0.001)Mg + 5.195(±0.018)). Be-
cause we do not know a priori the true functional form of
the luminosity–metallicity relation, we focus on the contours.
Comparison of the first two panels of Figure 5 shows that cor-
recting the luminosity for attenuation reduces the scatter and
flattens the luminosity–metallicity relation at high mass. This
trend is even more pronounced when the extinction corrected
z-band magnitude is used (panel 3). Because the z-band is
less sensitive to dust and recent starbursts, the range of M/L
ratios is smaller, and the scatter is reduced by ∼ 20% com-
pared to the uncorrected g-band. However, even in the z-band,
M/L ratios can vary by factors of a few. This effect is illus-
trated in panel 4 where we plot the median z-band luminosity–
metallicity relation for galaxies in four bins of Dn(4000). As
discussed in Kauffmann et al. (2003a), Dn(4000) is a good
measure of the mean stellar age of the population. Our inter-
pretation of panel 4 is that at fixed metallicity, galaxies with
lower Dn(4000) are shifted to brighter magnitudes because of
the lower M/L ratios of their young stellar populations. This
confirms our intuition that the underlying physical correlation
is between stellar mass and metallicity.

5. THE MASS–METALLICITY RELATIONSHIP

With our new prescriptions for measuring stellar mass and
gas-phase metallicity it is now possible to examine the mass–
metallicity relationship of our sample of SDSS star-forming
galaxies. Figure 6 shows that a striking correlation is ob-
served, extending over 3 decades in stellar mass and a fac-
tor of 10 in metallicity. The correlation is roughly linear from
108.5 M⊙ to 1010.5 M⊙ after which a gradual flattening occurs.
Most remarkable of all is the tightness of the correlation: the
1σ spread of the data about the median is ±0.10 dex, with
only a handful of extreme outliers present. The relationship is
well fitted by a polynomial of the form:

12+log(O/H) = −1.492+1.847(logM∗)−0.08026(logM∗)2

(3)
where M∗ represents the stellar mass in units of solar masses.
This equation is valid over the range 8.5 < logM∗ < 11.5.
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FIG. 5.— The luminosity–metallicity relation of SDSS galaxies in the g and
z-bands. In the first panel we have corrected Mg to face-on orientation, but
we have not corrected for internal attenuation. In panels 2-4 we correct Mg
and Mz for internal attenuation, assuming that the stars experience 1/3 of the
reddening measured in the gas. The solid black contours in panels 1-3 enclose
68 and 95% of data with statistics computed in bins of 0.4 mag in luminosity.
The median half-width of the distribution is listed in the lower right corner.
For comparison, the dashed line in the first panel shows the least-squares
linear bisector fit to the data. The fourth panel shows the median z-band
luminosity–metallicity relation for galaxies in four bins of Dn(4000): from
bottom to top, 1.0 - 1.2, 1.2 - 1.3, 1.3 - 1.4, 1.4 - 1.8. Data for the contours in
panels 1 and 3 are given in Tables 1 and 2.
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FIG. 6.— The relation between stellar mass, in units of solar masses, and
gas-phase oxygen abundance for ∼53,400 star-forming galaxies in the SDSS.
The large black points represent the median in bins of 0.1 dex in mass which
include at least 100 data points. The solid lines are the contours which enclose
68% and 95% of the data. The red line shows a polynomial fit to the data.
The inset plot shows the residuals of the fit. Data for the contours are given
in Table 3.

The principal difference between the mass–metallicity

Tremonti+ (2004)

Star formation inefficiencies 
+ outflow

1. How does the CGM 
reflect galaxy evolution?



*The CGM may host a significant 
number of “invisible” baryons.
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1. How does the CGM 
reflect galaxy evolution?



ILLUSTRIS simulations:  Vogelsberger+ (2014)
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COS-Halos survey studied CGM vs. galaxy properties

z  = 0.02 - 0.10

logM* = 8 - 10

optimal for CIV

z  = 0.15 - 0.35

logM* = 10 - 11.5

optimal for OVI

COS-Dwarfs COS-Halos

ALL GALAXIES SELECTED PRIOR TO ABSORPTION
Friday, January 31, 14

Slide courtesy of J. Tumlinson

“Map” of QSOs
relative to foreground

galaxies.



The CGM harbors a large fraction of galactic baryons
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This Cool CGM contains a lot of mass!

Jessica'Werk'et'al.'(2014)

COS-Halos
main sample 

L ～ L*

All available low to intermediate ions modeled with 
Haardt & Madau ionizing background. 

Mean density profile of cool, photoionized CGM gas,
out to ~ 0.5 Rvir.

Strict Limit: MCGM > 2 x 1010 M⊙
fb = 0.1   

Direct Integral: MCGM ~ 6 x 1010 M⊙
fb = 0.35   

These are comparable to stellar masses and come quite 
to closing the galactic baryon budget. 

Bait for @jbprime:
The pressure implied by these solutions is too 
low to be compatible with equilibrium between the 
cold gas and the “hot halo” (NFW or Maller & Bullock ’04)

Werk+ (2014); 
also Stocke+ (2013), Lehner+ (2015), Keeney+ (2017)

Cool+Warm CGM mass budget:

Typical mass of cool gas in CGM:
MCool CGM ~ 6 x 1010 M⊙

Typical mass of warm gas in CGM:
MWarm CGM ~ 2 x 1010 M⊙

There is probably not a galactic 
“missing baryons problem.”

Baryon budget of typical L* galaxy (~1012 M⊙)



20 PROCHASKA ET AL.

Figure 20. [left] Estimated mass in annuli of 10 kpc width for the CGM, estimated from the COS-Halos survey. The uncertainty is estimated
from a bootstrap analysis (see text). [right] The estimated cumulative mass of the cool CGM gas. The green point with error bar shows the
mass estimate (with conservative bound) from W14 to R? = 150 kpc.

1010M�. Obviously, this mass could resolve the galactic
missing baryons problem. It would be astonishing and even
unsettling, however, if Mcool

CGM � Mhot
CGM. At the same time,

these same CGM experiments reveal a massive reservoir of
highly ionized gas traced by O VI absorption (Prochaska
et al. 2011; Tumlinson et al. 2011). Conservative estimates
for the mass of the highly ionized gas bearing O+5 exceed
1010M�, assuming solar metallicity and physical conditions
that maximize the fraction of O VI (Tumlinson et al. 2011).
One then asks, how does O VI relate to the hot halo, and is
this highly ionized phase a major baryonic component?

One may gain special insight from observations of the
Milky Way, whose proximity affords a sensitive and unique
perspective. In particular, UV and X-ray observations pro-
vide absorption-line measurements of the ionic column den-
sities for O+5, O+6, and O+7 along many sightlines to distant
sources (e.g. Sembach et al. 2006; Fang et al. 2015). Fur-
thermore, one observes the gas through X-ray emission mea-
surements (e.g. Rasmussen & Ponman 2009). Faerman et al.
(2016) have recently combined these constraints to build a
phenomenological model of the hot Milky Way halo find-
ing Mhot

CGM ⇡ 1.3 ⇥ 1011M� (see also Gupta et al. 2012).
This estimate is driven by two values: (i) the characteris-
tic column density of O+6 which the community agrees is
NOVII ⇡ 2 ⇥ 1016 cm�2, and (ii) an assumed spatial distribu-
tion `hot for the hot gas. The former number is considered
secure, and is only 1/2 the value one would (presumably)
measure along sightlines penetrating the entire halo. The lat-
ter quantity, meanwhile, is hotly debated.

We emphasize first that the measured O VII column
density greatly exceeds the O VI measurements, i.e.
N (O+6)/N (O+5) ⇡ 100. Furthermore, there is strong ev-
idence that the O VI gas is distributed to hundreds of kpc
(`OVI > 100 kpc) for our Galaxy (Sembach et al. 2006; Zheng
et al. 2015) and external galaxies (Tumlinson et al. 2011;

Lehner et al. 2015). If the O VII gas is similarly distributed
(`OVII ⇡ `OVI = `hot), a simple and large mass estimate fol-
lows:

Mhot
CGM ⇡ 1011M�

 
fOVII
0.5

!�1  
`OVII

100 kpc

!2

⇥
 

N (O+6)
4 ⇥ 1016 cm�2

!  
Z

0.5Z�

!�1 (9)

where we assumed a correction for Helium and that the log-
arithmic solar abundance of oxygen is 8.69, and we adopted
conservative values for the O VII fraction fOVII and the gas
metallicity Z . This estimate hinges on the value of `OVII
which Faerman et al. (2016) argue must be large to explain
the observed X-ray emission.

On the other hand, Yao & Wang (2007) have interpreted
the high covering fraction of Galactic O VII absorption as ev-
idence for a hot, thick disk with scale height of ⇡ 1 kpc. They
found that they could reproduce the absorption and emission
data toward MRK 421 provided they also allowed for a non-
isothermal temperature profile. They then argued that this
disk scenario should be favored over a Galactic halo origin
for O VII and O VIII because (i) the halo gas should have low
or even pristine metallicity; and (ii) the high incidence of
O VI absorption toward distant sources favored a disk origin.
We now appreciate, however, that the O VI gas is distributed
on 100 kpc scales around galaxies (including the Milky Way
and Andromeda; Sembach et al. 2006; Zheng et al. 2015;
Lehner et al. 2015) and that the gas metallicity is far from
pristine (e.g. Figure 9). Yao & Wang (2007) further cited the
lack of extended X-ray emission from the halos of external
galaxies as evidence against that scenario, but these measure-
ments are not especially constraining. At present, we find no
reason to favor a disk origin for the hot gas especially in light

The CGM harbors a large fraction of galactic baryons

Cool+Warm CGM mass budget:

Typical mass of cool gas in CGM:
MCool CGM ~ 6 x 1010 M⊙

Typical mass of warm gas in CGM:
MWarm CGM ~ 2 x 1010 M⊙

There is probably not a galactic 
“missing baryons problem.”

Estimated CGM mass in composite COS-Halos sample

Prochaska+ (2017)

Werk+ (2014)



Local galaxies show CGM is a large baryon reservoir.



Gas content of satellites hint at large gaseous halos about local galaxies.
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Andromeda houses a huge gaseous halo.



M31 compared
with angular size

of Earth’s moon

2 Rvir ~ 600 kpc



Project AMIGA: Andromeda’s CGM bears a large baryonic mass.

Project AMIGA: Mapping the Circumgalactic Medium of Andromeda

!7

Figure 1: Distribution of the targets within ~1.5Rvir 
from M31. All the 18 proposed targets (blue circles) are 
within 1.1 Rvir where our pilot study shows a high 
covering fraction of M31 CGM gas (7 M31 CGM 
detections within 1.1Rvir [red circles]; all the non-
detections [open circles] are beyond 1.1Rvir; see L15). 
Our proposed sample complements the existing one to 
allow us to probe the M31 CGM uniformly radially in 
key azimuthal sectors (projected minor and major axes 
and in-between). Some of the pair targets will also be 
used to study the spatial variation at similar impact 
parameters and azimuths but different regions of the 
CGM (e.g., 4–5; 7–8; 9–12). With our choice of targets 
on both sides of M31 along the minor axis, we will be 
able to gauge the effect of its sub-L* companion (M33) 
on the CGM of M31. Unlike single sightline studies in 
distant galaxies, our observations will provide unique 
constraints at various R—φ in the kinematics, metal, 
baryons, and ionization of the CGM gas. There are no 
suitable targets north (top) of M31 owing to the MW 
extinction. The MW halo stars demonstrate that any 
absorption at vLSR<-150 km s-1 is not part of the MW 
halo (see Description of Observations and Fig. 2).

Figure 2: Examples of Archival COS G130M/
G160M Spectra of QSOs piercing the CGM of 
M31. Normalized COS G130M/G160M spectra of 2 
of the 7 existing QSOs showing detections of M31 
with 1.1 Rvir at both small and large projected 
distances from M31 (see L15 for all the spectra and 
ions). The HS0058+4213 spectrum has S/N~15 per 
resolution element, which will be the typical quality 
of the proposed data. Several independent lines of 
evidence support that the absorption at −310≲vLSR≲
−150 km s-1 observed in 7 spectra of the existing 
sample has M31 CGM origin rather than a Magellanic 
Stream, Local Group or Milky Way origin. Our pilot 
study has given us the required expertise to 
disentangle the observed absorption components 
toward M31 as describe in  Description of Figure 3: Results from our Pilot Study Based on Archival 

COS G130M and G160M spectra: The column densities of 
SiIII, SiIV, CIV of the M31 CGM gas at −310≲vLSR≲−150 
km s-1 are shown against the projected distance from M31 
(see  L15 for the entire suite of ions). Open circles with 
downward arrows are non-detections of M31 CGM gas, 
mostly beyond 1.1 Rvir. The horizontal lines show our 
sensitivity limit for these key ions with the proposed S/N=15 
required to place useful limits at any R or estimate their 
column densities based on the existing observations. The 
thick dashed lines show models from CoI Ford (Ford et al. 
2014). These models appear to be appropriate for CIV, but do 
a poor job for SiIV (which behaves like the low ions in these 
models), possibly because they are only averaged over many 
galaxy CGM. Our future zoom-in simulations will explicitly 
explore the R—φ parameter space in a similar fashion as the 
proposed Project AMIGA. The tick marks show the proposed 
AMIGA sample, filling out the R—φ parameter space (see 
Fig. 1), especially between 0.2 and 1.1 Rvir where there is 
currently little or no information. 
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The CGM of the Andromeda galaxy bears 
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Models from Ford+ (2014)



Project AMIGA: Andromeda’s CGM bears a huge baryonic mass.
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on the CGM of M31. Unlike single sightline studies in 
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constraints at various R—φ in the kinematics, metal, 
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The CGM harbors as many metals as stars in galaxies.

First pointed out by Molly Peeples.
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Cool/Warm CGM gas
(Peeples+ 2014, Bordoloi+ 2014)

CGM dust (Menard+ 2010)
Hot CGM gas (Anderson+ 2013)

There are as many 
metals present in 
the CGM as in stars 
in galaxies.
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COS-Halos: warm metals in CGM associated with star formation.

The presence and quantity of “warm” metals is strongly 
correlated with star formation properties of galaxies. 

…but it is not for H I (Thom+ 2012). 

M31
(Lehner+ 2015)

Tumlinson+ (2011)



Flows through the CGM or condensation 
out of CGM gas provides fuel for star 

formation in galaxies.

2. What role does the CGM 
play in shaping galaxies?



*A majority of stars in z=0 galaxies 
may have been formed by “recycled” 

CGM gas (winds).

z = 1 2 4

Cold mode
Hot mode
Recycling

Oppenheimer+ (2010)

2. What role does the CGM 
play in shaping galaxies?



*Infall of metal-poor IGM gas may be 
required to fuel multi-Gyr star 

formation in galaxies.
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2. What role does the CGM 
play in shaping galaxies?



*The CGM may keep incoming fuel 
from reaching the centers of galaxies, 
and thus in quenching star formation.

Schawinski+ (2014)

Hot-mode accretion?

Cold-mode accretion?
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2. What role does the CGM 
play in shaping galaxies?



A. Dekel

Cold Gas Accretion onto Galaxies
The accretion of IGM gas 
onto galaxies is a crucial 
part of their evolution.



A. Dekel

Cold Gas Accretion onto Galaxies

bar

A
c
c
r
e
ti
o
n
 f
r
a
c
ti
o
n

Cold

Hot

Keres+ (2005)

The accretion of IGM gas 
onto galaxies is a crucial 
part of their evolution.

Much of this matter may 
come in “cold,” but this is 
thought to depend on the 
mass of the central galaxy.

–– Shock heated by hot CGM,
      not readily available for SF.



Role of cold accretion is topic of hot debate.2228 P. Torrey et al.

Figure 3. Projected gas surface density maps of five matched objects in GADGET and AREPO chosen at z = 0 with host halo masses ∼1012 h−1 M⊙. There are
clear differences in the extent of the central gas disc. In addition, the prevalence of dense gas blobs is much higher in the GADGET simulation.

Figure 4. Projected gas surface density maps of five matched objects in GADGET and AREPO chosen at z = 2 with host halo masses ∼1012 h−1 M⊙. There are
clear differences in the extent of the central gas disc. In addition, the prevalence of dense gas blobs is much higher in the GADGET simulation.

Figure 5. Maps of the projected gas surface density for a typical matched galaxy in a MHalo = 1012 M⊙ halo. Red overplotted arrows denote the local gas
velocity field. The AREPO galaxy (left-hand panel) is significantly more rotationally supported than its GADGET counterpart (right-hand panel).

C⃝ 2012 The Authors, MNRAS 427, 2224–2238
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A. Dekel

We want to dissect the CGM of galaxies, learning about each component.

The accretion of IGM gas 
onto galaxies is a crucial 
part of their evolution.

COS-Halos attempts this.

The expulsion of gas from 
galaxies is a crucial part of 
their evolution.

…but the covering factors of streams are small!

Faucher-Giguere & Keres (2011)
z ~ 2

Fumagalli et al. (2011)
z ~ 1.3

Ribaudo et al. (2015)
LLS: log N(H I) > 17.5

z ~ 0.6 - 1.2

We’d like to make a map of the 
CGM and tag the gas by its 
origins.

Tumlinson+ (2011)



Lyman limit systems probe infall and outflows at low-z.
Metallicity distribution of z ≤ 1.0 Lyman limit systems

[16.1 ≤ log N(H I) ≤ 18.5]
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>400 orbits of HST 

UV spectroscopy

Upper limits



Infall? Outflows?
Other! 

(e.g., tidal material, recycled outflows)
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Metallicity distribution of z ≤ 1.0 Lyman limit systems
[16.1 ≤ log N(H I) ≤ 18.5]
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Lyman limit systems probe infall and outflows at low-z.



Surprises still to be found

 
 

 
 

Motivation:!
Flows into and out of galaxies influence the baryon distribution and metal content of their host galaxies, thus tying the competition of such 
flows to the evolution of the galaxies themselves. To understand the growth of galaxies, therefore, we must study the properties of these cold, 
dense gas flows through the circumgalactic medium (CGM) — the gas within roughly the virial radius, at the interface of a galaxy and the 
intergalactic medium. Thanks to Hubble COS observations, we have made some great progress in characterizing the metallicity distribution of 
the CGM of galaxies at z < 1.

High Fraction of Metal-Poor Gas in the Circumgalactic Medium of z < 1 Galaxies
Christopher Wotta1, Nicolas Lehner1, J. Christopher Howk1, John O’Meara2, & J. Xavier Prochaska3

1 University of Notre Dame, 2 St. Michael’s College, 3 UCO/Lick Observatory

Sample and Method:!
We make use of our COS-Legacy archive program and find 93 LLSs at z < 1 in the G130M and G160M HST/COS spectra of 527 QSOs.  Of 
these, we collect a sample of 29 H I-selected “strong LLSs” with good S/N. We estimate the H I column density of the absorbers from the 
strength of the break at the Lyman limit, and measure the metal-ion column densities of each absorber using the apparent optical depth 
method. We estimate the absorbers’ metallicities using a Markov-chain Monte Carlo (MCMC) technique to compare the observed 
column densities with those predicted from photoionization modeling (Cloudy) of these highly-ionized LLSs. Using this technique, we are able 
to find the full posterior distribution for the metallicities, allowing us to estimate the uncertainty in the photoionization modeling.

F i g u r e 1 : T h e m e t a l l i c i t y 
distribution of the z < 1 weak LLSs 
from W16 showing a bimodal 
metallicity distribution. Its peaks are 
centered at 1.3% and 48% solar 
metallicity, with half of the absorbers 
in the low-metallicity peak. We will 
apply the MCMC technique to these 
absorbers for consistency (see Wotta 
et al. 2016).

Figure 2: The summed metallicity 
PDFs of the z < 1 strong LLSs from 
W17. At z < 1, the strong LLSs have 
a unimodal metallicity distribution, 
with a peak centered at ~10% solar 
metallicity, at the location of the dip 
in the bimodal distribution. This is 
different from both the bimodal weak 
LLSs and the unimodal (but higher-
metallicity) sub-DLAs and DLAs. 
contrasts starkly with the metallicity 
distributions of the sub-DLAs and 
DLAs, which are unimodal, and 
centered at high metallicity.

Strong LLSs: 17.0 < log NH I < 18.5

Weak LLSs: 16.2 < log NH I < 17.0

Results: Conclusions:

• The metallicity distribution for the 
strong LLSs is unimodal, and is 
different from both the bimodal  
distribution of the weak LLSs and the 
unimodal (but less-extended and 
higher-metallicity) distributions of the 
sub-DLAs and DLAs.  This suggests 
that the metallicity distribution of 
the CGM changes with NH I and 
therefore with location in the CGM. 
!

• The ionization parameter distributions 
of the weak and strong LLSs are the 
same, suggesting that the ionization 
conditions for the weak and strong 
LLSs are the same (but different 
from those of the sub-DLAs and 
DLAs).

Figure 3: Metallicities as a function 
of NH I. The bimodality and very low 
metallicities (<−1.4) in the metallicity 
distribution of the weak LLSs is clearly 
seen. The dashed lines represent the 
peaks of this bimodal distribution. The 
unimodal distributions of the sub-DLAs 
and DLAs starkly contrast. The strong 
LLSs show a different distribution from 
either the weak LLSs or the sub-DLAs/
DLAs. That is, they appear unimodal, 
but cover a much larger range in 
metallicities than the higher-NH I 
absorbers.

Figure 4: The PDF of the ionization 
parameter, U, for 11 of the W17 strong 
LLSs. This can be fit with a Gaussian 
centered at log U ~ –3.1, and is 
consistent with the log U histogram of 
Lehner et al. (2013) for the weak LLSs. 
This suggests that the ionization 
conditions for the strong LLSs are the 
same as for the weak LLSs (which are 
known to be different from the sub-
DLAs and DLAs).

GalaxiesIGM
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LUVOIR:

UV spectroscopy: 

λUV ~1,000 – 4,000 Å

R ~ 500; 5,000; 50,000 

MOS/IFU over ~2′ field.

construction

…500,000?

DA ~ 15 m



What cool things can we do with LUVOIR?

What do we need to get ready for and 
scope the design requirements of LUVOIR?

What legacy do we want to leave for our 
decade without UV access?



LUVOIR will not be just HST with a bigger aperture

• High-resolution spectroscopy 
at high sensitivity

• FUV (<1200 Å)

• NUV (>1800 Å)

• Multiplexed spectroscopy

What doesn’t HST do well?

• Simulations (!)



z  = 0.02 - 0.10

logM* = 8 - 10

optimal for CIV

z  = 0.15 - 0.35

logM* = 10 - 11.5

optimal for OVI

COS-Dwarfs COS-Halos

ALL GALAXIES SELECTED PRIOR TO ABSORPTION
Friday, January 31, 14

These 2 HST programs represent ~300 HST orbits.
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Figure 4

A range of ion equivalent width (rest-frame) measurements for a compilation of published surveys. We progress from H i

though seven metallic ions of increasing ionization potential. The surveys are COS-Halos Tumlinson et al. (2013); Werk
et al. (2012), COS-Dwarfs (Bordoloi et al. 2014b), COS-GASS (Borthakur et al. 2015), MAGIICAT Nielsen et al. (2013),
Liang & Chen (2014), the Keck Baryonic Structure Survey (Rudie et al. 2012; Turner et al. 2015), CASBaH (Tripp et al.
2011), Prochaska et al. (2011a), and the X-ray study of Yao et al. (2012) that imposes as stacked upper limit on O vii.

3.4. Emission-line maps

Emission-line observations search for photons emitted directly from CGM gas. As the emis-

sion measure scales as n2, and the CGM has nH ⇠ 10�2 or less, this is a sti↵ challenge.

The MW halo has been extensively mapped for HVCs and other halo structure using radio

emission at 21 cm. This technique has been aplied to external galaxies (Putman, Peek &

Joung 2012) but detections are limited to within ⇠ 10 � 20 kpc of the targeted galaxies.

The soft X-ray band is optimal for gas at & 1 million K. The extremely low surface bright-

ness of the gas makes these observations challenging and expensive, but a few individual

halos have been detected and their hot gas budgets measured by Chandra and/or ROSAT

(e.g., Humphrey et al. 2011; Anderson, Churazov & Bregman 2016). Stacking of individual

galaxies techniques has also yielded mass density profiles for hot gas around nearby galaxies

Anderson, Bregman & Dai (2013). When combined with halo size, density, and metallic-

www.annualreviews.org
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We use EW measurements, harkening back to Strömgren??

We have no choice: 
Resolution, wavelength coverage, S/N limit our ability to derive column densities.

V
ia Jess W

erk (Tum
linson, Peeples, W

erk 2017)
detection rate at the same column density. For example, we
detected 6/31 (16±7%) Si III absorbers with equivalent
widths above the 0.077Å corresponding to a column density
of Log N(Si III)=12.55. At this same column density
sensitivity, the detection rate of Si II is less than half that of
Si III. However, the same argument cannot be applied to Si IV,
BECAUSE our sensitivity to Si IV is about an-order-of-
magnitude lower, although none of the Si III absorbers have
associated Si IV absorption.

Most of the Si III absorbers are tracing warm intermediate
ionization circumgalactic gas. We find the observed line ratios
of Si II, Si III, Si IV, and Lyαfrom the COS-GASS sample to be
consistent with photoionization of the CGM by the cosmic
ultraviolet background. We expect the CGM in the outer halo,
as traced by Si III, to have an ionization parameter, U, of
−2.8<logU<−1.7, although the exact upper bound is hard
to set, given the saturation of Lyαand non-detection of Si IV.
Similar ionization parameters were also estimated by Shull
et al. (2009) for Si III associated with the high- and
intermediate-velocity clouds (HVC, IVC) in the Milky Way
halo.16 This value of ionization parameter is lower that required
to produce a substantial amounts of O VI and C IV absorbers for
the observed Lyαcolumn densities of - -10 atoms cm14 15 2 that
are seen in our sample. Therefore, it is likely that most of these
highly ionized absorbers are different from those detected in
various other CGM and QSO-absorption studies (Chen et al.
2001a; Wakker & Savage 2009; Tumlinson et al. 2011;
Borthakur et al. 2013; Bordoloi et al. 2014, and references
therein). However, as discussed in detail by Werk et al. (2014),
Fox et al. (2013), Meiring et al. (2013), Lehner et al. (2013),
Tripp et al. (2011), and references therein, O VI may represent a
different phase of gas that differs from the ones traced by lower
ionization transitions. Because the COS-GASS data do not
cover the O VI line, we refrain from further discussion of O VI.
Instead, we focus on Lyαand Si III in the remainder of the
paper.

3.2. An Overview of the CGM Properties

We begin by summarizing the basic structural and kinematic
properties of the CGM. Later, we will consider the dependence

of these properties on the star-forming characteristics of the
central galaxy.

3.2.1. Structure

The dark matter halo mass of the galaxy should influence the
size and kinematic properties of the CGM (Hummels et al.
2012; Ford et al. 2016, and references therein). For example, it
is expected that a galaxy with a larger halo mass could contain
a more massive CGM and gravitationally bind it to larger radii
(Chen et al. 2001b). In order to explore the radial profile of the
CGM while accounting for the large range in halo mass, we use
the variable ρ/Rvir, which we refer to as the normalized impact
parameter (e.g., Stocke et al. 2013). This parameter scales the
impact parameter (ρ) in terms of the size of the dark matter halo
(Rvir). By doing so, we standardize the position of the sightlines
for galaxies of different halo masses, and consequently, CGM
sizes. Similar analyses have been performed on different data
sets by Stocke et al. (2013) and Liang & Chen (2014), and on
COS-Halos and COS-GASS by Tumlinson et al. (2013) and
Borthakur et al. (2015), respectively.
We show the radial distribution of the equivalent width of

Lyαnormalized with respect to the virial radius of the galaxies
in Figure 2. The distribution can be fit as a exponential with a
scale-length of 1.1Rvir, i.e., Å=a

r-W A e R
Ly

1.1 vir , where the
normalization factor, A, is equal to 0.9Å. The fit was derived
using the Buckley–James17 method (Buckley & James 1979)
and Expectation-maximization algorithm as implemented in the
survival analysis software package, ASURV (Feigelson &
Nelson 1985). The equivalent width data presented here are the
same as that of Figure2 of Borthakur et al. (2015), however,
the abscissa is different, because we have adopted the Kravtsov
et al. (2014), Liang & Chen (2014) formalism with modifica-
tions based on the findings of Mandelbaum et al. (2016) for
halo masses and virial radii. In addition, the fit presented here
takes into account the censored data; hence, it has slightly
different parameters.
Similarly, the radial distribution of the equivalent width of

Si III (see right panel of Figure 2) can be fit as a exponential
with a scale-length of 0.4 Rvir i.e., Å= r-W e0.4 R

Si
0.4

III
vir .

Almost all of our Si III absorbers were detected inward of
0.8Rvir. The smaller characteristic size scale for the Si III
absorbers compared to Lyαand the lack of Si III detections

Figure 2. Variation of Lyαand Si III equivalent width with normalized impact parameter (i.e., r Rvir) for a combined COS-GASS and COS-Halos sample. The colors
blue and cyan indicate “blue” galaxies and red and yellow denote “red” galaxies. The thick, black line denotes the fits to the data using the Buckley–James method.
The calculations were performed using the survival analysis software ASURV that takes into account the censored data. The parameters describing the best-fit lines are
printed at the bottom left corner. Because the fits presented here take into account the censored data, the parameters of the best fit in the left panel are slightly different
from those published by Borthakur et al. (2015).

16 The conditions may not exactly be similar between the HVC/IVC and the
COS-GASS absorbers because the HVC/IVC are within 50 kpc of the Milky
Way disk (Lehner et al. 2012) and not the outer CGM (see Richter 2012;
Herenz et al. 2013, for more on vantage point correction). 17 The Buckley–James method is a semi-parametric regression method.
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Borthakur+

 (2016)

Why do we still do this?

+150 orbits

The EW does not tell us how much gas is there 
(necessarily). It is a complex combination of the surface 
density of gas, the temperature and turbulence within that 
gas, and the overlap of gaseous structures.
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Table 6
Results from the Profile Fits

No. v b log N

(km s−1) (km s−1) [cm−2]

(1) – HD177989 – R = 0

C iv

1 −44.7 ± 0.4 15.8 ± 0.6 12.93 ± 0.01
2 −11.5 ± 0.3 12.0 ± 0.4 13.43 ± 0.02
3 10.3 ± 1.2 10.3 ± 1.3 13.41 ± 0.09
4 21.6 ± 0.3 6.9 ± 0.4 13.40 ± 0.08
5 42.7 ± 0.1 16.0 ± 0.1 14.27 ± 0.01

N v

1 −47.5 ± 1.2 7.8 : 12.19 :
2 4.7 ± 0.3 1.4 : 11.91 :
3 20.3 ± 1.1 43.1 : 13.43 :
4 46.6 ± 1.0 6.3 : 12.17 :

Si iv

1 −44.5 ± 0.9 18.2 ± 1.3 12.06 ± 0.03
2 −12.4 ± 0.1 10.2 ± 0.1 12.79 ± 0.01
3 5.8 ± 0.1 7.8 ± 0.1 12.45 ± 0.01
4 21.0 ± 0.1 9.4 ± 0.1 13.23 ± 0.01
5 43.3 ± 0.0 13.2 ± 0.1 13.58 ± 0.01

Notes. Each doublet of a given ion was simultaneously fitted, but each
species was independently fitted. A value followed by “:” means that the
flux in this component is zero in both lines of the doublet, except for N v
where it indicates that the values are uncertain owing to uncertainties in the
continuum placement. Velocities are in the LSR frame.

(This table is available in its entirety in a machine-readable form in the
online journal. A portion is shown here for guidance regarding its form and
content.)

of the nature of the broad components, and as we will see later,
the interpretation is model dependent. We bear in mind this issue
throughout the text, but as we will show the broad (blended or
not) components have in any case different properties than the
narrow components.

3. GENERAL PROPERTIES OF THE HIGHLY
IONIZED GAS

3.1. Broad Inferences from the Velocity Profiles

Some examples of high-ion profiles are highlighted in
Figures 4 and 5, and we refer the reader to Figure 15 in Ap-
pendix A for all the profiles. In Figure 4, we show a relatively
simple example where both narrow and broad components are
seen in the C iv and Si iv profiles. In this case, the narrow
component aligns with one of the Al iii components while the
broad component aligns with that of O vi and N v. No narrow
component is detected in the O vi or N v profile, and no broad
component is seen in the Al iii profile. However, not all the pro-
files are that simple, and in Figure 5, we show three examples of
somewhat more complicated profiles, highlighting the diversity
in the high-ion profiles and their differences as a function of
the R-value, i.e., the amount of X-ray emission along the line
of sight tracing the gas in prominent OB associations (see Sec-
tion 2.1). An inspection of the AOD profiles allows us to outline
some general properties of the high ions, but before proceeding
further, we need to be more explicit in our definition of narrow
and broad components.

The highly ionized gas can have temperatures that are warm
(a few times 104 K) or in the transition regime (105–106 K).
Observationally, the temperature is not directly measured or
estimated, but a limit can be inferred from the b-values derived

Figure 4. Example of broad and narrow C iv and Si iv components. The AOD
profiles are shown in black and red. The fitted profiles were transformed in AOD
profiles and are shown in blue (individual components) and green (full modeled
profiles). The narrow C iv and Si iv components align with one component of
Al iii (but as we emphasize in the text, this is a rare occurrence), and the broad
C iv and Si iv component aligns well with that of O vi and N v. But note that no
narrow component is detected in the O vi or N v profile, and no broad component
is seen in the Al iii profile. We also indicate the temperature implied from the
b-values of the main broad and narrow C iv components.
(A color version of this figure is available in the online journal.)

from fitting the absorption profiles since b is a function of
both the thermal and nonthermal motions of the gas. Assuming
a Maxwellian distribution, the broadening of an interstellar
absorption line can be written

b2 = b2
th + b2

nt = 2kT

A
+ b2

nt, (1)

where A is the atomic weight, k is Boltzmann’s constant, T
is the temperature, and bnt is the nonthermal contribution to
the broadening. It is therefore judicious to define a b cutoff,
bc, between broad and narrow components where the narrow
components probe gas temperature of 7 × 104 K in the absence
of nonthermal broadening (5 × 104 K if we assume roughly
equal thermal and nonthermal contributions to the line width).
This value, of course, varies for each species: bc = 6.5 km s−1

for Si iv and Al iii, 10 km s−1 for C iv, 9 km s−1 for N v, and
8.5 km s−1 for O vi. With the help of this definition and using
the above figures and more generally all the sample shown in
Figure 15 in Appendix A, we can draw some apparent properties
from the AOD and fitted profiles.

1. Narrow and broad components are widespread in the Si iv
and C iv profiles, but narrow components are rarely found
in the profiles of N v or O vi absorption.
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Figure 8. Distribution of the Doppler parameter of Al iii, Si iv, C iv, N v, and O vi. The O vi results are from Bowen et al. (2008) and were derived from the FUSE
data that have a resolution of 15 km s−1 (a factor >5 coarser than that of the other ions). In each panel, the red histogram is for the whole sample (All). In the panels
showing the STIS data, the cyan histogram is for the sight lines with R = 0, and the diagonal-crossed histogram is for the sight lines with R > 0. For each sample,
the median, mean, and standard deviation of the b-values are given. The vertical dotted line shows the value of b which would imply T ∼ 7 × 104 K if the broadening
is purely thermal, while the vertical dashed lines show the expected b-value at the peak abundance temperature in CIE from Gnat & Sternberg (2007). A bin size of
3 km s−1 was adopted, except for N v where it is 7 km s−1 because the sample is smaller.
(A color version of this figure is available in the online journal.)

results of Bowen et al. (2008). We tabulate statistics only for the
whole sample (as discussed in Bowen et al., there is no apparent
relationship with R).

From Figure 8, several immediate inferences can be made.

1. For Al iii, Si iv, and C iv, the distributions are skewed with
a tail at large b, suggesting a lognormal distribution (see
below). For N v, while the sample is small (we used a
coarser bin size in Figure 8), there is no evidence of a
tail and the distribution seems normally distributed. For the
O vi, there also seems to be a tail at large b. However b(O vi)
does not appear lognormal distributed as the C iv or Si iv.
We also note that many of the very broad O vi components
(b(O vi) ! 70 km s−1) are often found in complicated,
multiple-component absorption profiles (see Figure 24 in
Bowen et al. 2008), so that the tail could be an artifact.

2. For all the ions, many components have b > bp and even
b ≫ bp, where bp is the b-value for purely thermal broad-

ening with T = Tp, implying that nonthermal motions may
dominate the broadening mechanism and/or there are mul-
tiple unidentified components in the broader profiles (in the
latter case, the individual b must greater than bc; see our
earlier remark and Section 3.8).

3. The importance of the tail as well as the range, median, and
mean of b-values increase with increasing Ei, and the shape
of the distribution evolves with Ei. In Figure 9, we show the
increase in mean and median b with Ei. There appears to be a
good correlation between b and Ei. The dotted line is a linear
fit to the data that yields ⟨b⟩[km s−1] = 0.3Ei[eV ] while
the solid line show a geometric dependence in the form of
(⟨b⟩ − 6) [km s−1] = 0.015(Ei [eV])1.6. This remarkable
relationship between the observed b and Ei was noted by
Sembach & Savage (1994) with two sight lines, although
their lower resolution data yielded larger b for Al iii, Si iv,
and C iv (but not N v). We discuss further this correlation
in Section 4.
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stronger line and 14.3 (from 98.6 to 112.9) for the weaker line.
Considering thatthe change of the degree of freedom is three,
the total significance of the doublets is 5.8σ, with 4.6σ for the
stronger line and 2.8σ for the weaker line. Using the same
method, Ne VIII shows a total significance larger than 6.5σ,
which confirms its existence. We also calculate the significance
level of each line using the method described in Keeney et al.
(2012), and the results are consistent with the χ2 method,
showing 4.6σ, 2.7σ, and 6.8σ for the Mg X doublet lines and
the strong Ne VIII line, with EW of 38.6±7.0 mÅ,
22.8±7.0 mÅ, and 82.4±11.8 mÅ, respectively. The
weaker Ne VIII line is blended with a galactic Ni II line
λλ1709.600 Å, so the equivalent width is poorly constrained.

In the STIS spectrum, both the O VI doublet and Lyα are
matched at the expected positions. For the O VI doublet, the
stronger line is blended with another line, which should be the
galactic Fe IIλλ2260.079 line. The weaker line is used to obtain
the line strength, showing logN=14.49±0.06 in AODM and
14.50±0.10 in COG (equivalent width, EW = 295±33mÅ;
b≈20 km s−1, which is consistent with Ne VI and O V). In the
profile fitting, we obtain a total O VI column density of
logN=14.57±0.03, which may be affected by the galactic
Fe II. For the Lyman series, only Lyα has been detected, so just
one line is used, showing logN=13.93±0.04 using the
AODM approach. With the COG approach, since the b value
affects the EW significantly in the saturated region, we assume

Figure 2. Lines due to high ionization species (i.e., Mg X and Ne VIII) and their zoom-in plots are plotted on the right. The data are the solid black lines and the models
are red, while dashed, dotted and dashed-dotted lines indicate lines in the Mg X system and related lines (see the text for details). Every absorption line is marked with
its redshift, ion, rest wavelength,and velocity shift, while the marker “U” designates unknown lines.

Table 1
Profile Fitting Results

Ion v b logN v b logN logNtot

km s−1 km s−1 cm−2 km s−1 km s−1 cm−2 cm−2

Mg Xa L L L 9.2±28.0 68.5±20.3 13.89±0.10 13.89±0.10
Ne VIII −104.7±16.7 20.1±11.5 13.64±0.17 33.1±23.1 29.9±16.6 13.67±0.17 13.96±0.17
Ne VI −78.4±15.8 26.4±10.5 13.98±0.12 57.0±29.5 25.3±19.6 13.68±0.24 14.16±0.16
Ne Va L L L −15.2b 46.8±9.2 13.92±0.06 13.92±0.06
Ne IV −124.4b 45.3±38.4 13.44±0.26 3.6b 14.6±12.1 13.29±0.24 13.67±0.25
O VI −93.0±2.7 15.7±1.6 14.39±0.03 10.8±3.0 17.2±2.1 14.10±0.04 14.57±0.03
O V −104.8±3.5 18.2±2.0 14.07±0.04 4.8±4.4 22.2±2.3 13.98±0.04 14.33±0.04
O IV −97.5±14.9 27.9±7.8 14.17±0.12 6.4±12.9 21.0±6.1 14.03±0.15 14.41±0.13
O IIIa L L L −22.8±35.8 52.2±24.7 13.45±0.15 13.45±0.15
N IV −120.0±24.54 22.7±19.2 12.68±0.22 −7.4±50.1 9.0±23.6 12.23±0.53 -

+12.81 0.28
0.32

H I −87.75±13.85 35.5±6.8 13.85±0.09 28.28±39.91 33.2±17.3 13.30±0.31 13.97±0.13

Notes.
a For these three ions, we only fit them using one component model, since we cannot distinguish two componentsresulting from the low S/N.
b For Ne V and Ne IV, we fixed v to limit the error bar. The fixed v is the best-fitting value when it is varied.
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Higher ionization states more directly probe the 
driving fluid, the more diffuse CGM.

We want to map the CGM as a 
function of ionization state and 
metallicity.

This means:

– Developing better statistical maps of the CGM with 
galaxy properties, etc. (ala COS-Halos).

– Directly mapping absorption lines toward many 
sight lines in individual galaxies, headed toward 
tomography. (Not even done yet for M31.)

– Observing resolved galaxies at low redshift to connect to 
H I mapping. (21-cm won’t get <few x 1017 cm-2.)

– Emission line imaging.

Critical capabilities:

– Large aperture (sensitivity).

– High resolution (R>20,000).

– FUV capability to ~1000 Å.

– Efficient NUV capabilities to 3000 Å (Lyα).

– …or UV imaging sensitivity, perhaps spectral image 
slicers or narrowband filters.
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We want to map the CGM as a function 
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Figure 1. r-band image of the region near ESO 157–49 and ESO 157–50 taken with the MOSAIC imager of the CTIO Blanco 4 m telescope, oriented with north up
and east to the left. The galaxy positions are labeled along with their recession velocities, as are the positions and redshifts of the three QSOs that probe the extended
halo of ESO 157–49: RX J0439.6–5311, HE 0439–5254, and HE 0435–5304 (HE 0439–5254 also probes the halo of ESO 157–50).
(A color version of this figure is available in the online journal.)

Briefly, our code works as follows. Flux values near the edge
of the detector or the positions of the ion-repeller grid wires are
less trustworthy than at other wavelengths. Since our co-addition
scheme utilizes exposure-time weighting, these suspect regions
(fixed in pixel but not wavelength space) are de-weighted on
an exposure-by-exposure basis by reducing their local exposure
time by a factor of two. With four central wavelength settings
per grating, any residual instrumental artifacts from grid-wire
shadows and detector boundaries have negligible effect on
the final spectrum. Next, strong ISM features in each exposure
are aligned via cross-correlation, and individual exposures are
scaled to have the same mean continuum flux and placed onto a
common wavelength grid using nearest-neighbor interpolation.
The wavelength shifts were typically on the order of a resolution
element (∼0.07 Å for our FUV data; Ghavamian et al. 2009;
Kriss 2011) or less. The co-added flux at each wavelength was
taken to be the mean of the scaled fluxes in the individual
exposures, weighted by the exposure time. Since our NUV data
were all taken at the same central wavelength setting, we used
the x1dsum files produced by CalCOS as our final data product.

Continua are fit to the co-added data for each QSO using a
semi-automated line-identification and spline-fitting technique
as follows. First, the spectra are split into 5–10 Å segments.
Continuum pixels within each segment are identified as those
for which the signal-to-noise ratio (defined here as flux/error)
value is less than 1.5σ below the median value for all the
pixels in the segment. Thus, absorption lines (flux significantly
lower than the segment average) are excluded, as are regions of
increased noise (error higher than segment average). The process
is iterated until minimal change occurs between one iteration
and the next. The continuum pixels in a particular bin are then
set and the median continuum flux node is recorded. A spline
function is fitted between continuum nodes. The continuum fit
of each entire spectrum is checked manually, and the continuum
region identifications are adjusted as needed. The continuum
identification and spline-fitting processes work reasonably well

Table 1
Summary of HST/COS Observations

Target zem
a Grating Obs. Date texp Fλ

b ⟨S/N⟩c

(s) (FEFU)

RX J0439.6–5311 0.243 G130M 2010 Feb 7 8177 4.3 19
G160M 2010 Feb 7 8934 3.1 11
G285M 2010 May 26 4286 1.1 2

HE 0439–5254 1.053 G130M 2010 Jun 10 8403 4.6 17
G160M 2010 Jun 10 8936 4.1 12
G285M 2010 Mar 28 4316 2.2 4

HE 0435–5304 0.425 G130M 2010 Apr 13 8373 2.5 15
G160M 2010 Apr 13 8936 2.0 11
G285M 2010 Mar 31 4286 0.9 2

Notes.
a The emission line redshift of the QSO as listed in the NASA Extragalactic
Database (NED), except for HE 0435–5304, whose redshift was measured from
its co-added COS spectrum (NED lists z = 1.231 for this QSO).
b Continuum level as measured at 1250, 1550, and 2800 Å in the co-added
G130M, G160M, and G285M spectra, respectively. Flux levels are listed in
femto-erg flux units (FEFUs), where 1 FEFU = 10−15 erg s−1 cm−2 Å

−1
.

c Median signal-to-noise ratio per resolution element in the grating passband,
as measured by rms continuum deviations in the co-added spectra.

for smoothly varying data, but they were augmented with
piecewise-continuous Legendre polynomial fits in a few cases.
In particular, spline fits perform poorly in regions of sharp
spectral curvature, such as the Galactic Lyα absorption and at
the peaks of cuspy emission lines. More details on this process
are given elsewhere (C. W. Danforth et al. 2013, in preparation).

Table 1 presents a summary of all of our HST/COS data.
We list the target name and redshift, date of observation,
total exposure time, flux level, and signal-to-noise ratio per
resolution element for all gratings used. Our co-added FUV
spectrum of HE 0439–5254 shows no emission lines so we have
tabulated its redshift as listed in the NASA/IPAC Extragalactic
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MM 1548, 1550, Si II λ1193 (Si II λ1260 is blended with S II

λ1259 near the systemic velocity of M31), Si III λ1206, Si IV
MM 1393, 1402, as well as O VI MM 1031, 1037 for the four
sightlines observed with FUSE. Other transitions are typically
too weak to be detected and do not produce interesting limits.
We use the apparent optical depth (AOD) method described

by Savage & Sembach (1991) to estimate the total column
density and average velocity of the metal ions. The absorption
profiles are converted into apparent column densities per unit
velocity, M� qN v F v F v f( ) 3.768 10 ln [ ( ) ( )] ( )a c

14
obs cm−2

(km s−1)−1, where F v( )c and F v( )obs are the modeled continuum
and observed fluxes as a function of velocity, respectively, f is
the oscillator strength of the transition and λ is the wavelength
in Å. The atomic parameters are for the UV transitions from
Morton (2003). When no detection was observed, we estimated
a 3σ upper limit following the method described by Lehner
et al. (2008). The total column density was obtained by
integrating over the absorption profile ¨�N N v dv( )

v

v
a

1

2 and
the average velocity was determined from the first moment

¨ ¨� § �v vN v dv N v dv( ) ( )
v

v
a v

v
a

1

2

1

2 .
We consider absorption over the velocities that we associate

with the CGM of M31 (see the component in red in Figure 2);
see Section 3 for several arguments that support this
association. In Table 2, we summarize the integration range
for each sightline and the velocity and column density results
for each species. We find a good agreement between the
column densities estimated for the doublet transitions (C IV,
Si IV), showing no indication of saturation or contamination.
We note, however, that C II and Si III for the three targets at

Figure 1. Distribution of the targets in our adopted (circles) and rejected (squares) samples used to probe the CGM of M31 (R.A. increases from right to left, decl.
increases from bottom to top, see Table 1). All these these sightlines were observed with COS G130M and/or G160M and some were also observed with FUSE.
Targets with UV absorption at LSR velocities� �⩽ ⩽v300 150LSR km s−1 associated with the CGM of M31 are shown in red. Note that the sightline HS 0058+4213
is near the R0.2 vir boundary. Overplotted is the H I 21 cm emission map aroundM31 adapted from Braun & Thilker (2004)where the lowest contour has �Nlog 17.5H I

in the a40 beam, with 0.5 dex increment between contours (this provides in our opinion a better representation of the H I distribution aroundM31 according to recent GBT
observations, see Lockman et al. 2012; Wolfe et al. 2013). The yellow crosses show for reference the targets from the COS G140L M31 program where low ions (e.g.,
Mg II)were detected only within the H I disk contour (i.e., ⩽R 32 kpc, see Rao et al. 2013). The twoMW stars in blue are distant halo stars, allowing us to determine that
absorption at �2v 170LSR km s−1 traces MW gas. We also indicate the position of the Local Group barycenter with the green cross.

Figure 2. Normalized profiles of RX J0048.1+3941 ( �R 25 kpc) as a
function of the LSR velocity, where we highlight the origin of each component,
the MS, the CGM of M31, and the MW disk and HVCs based on the arguments
presented in Section 3. All the species for each selected sightline studied in this
work are shown in the Appendix.
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as an effective means of probing tenuous gas around galaxies. For
every projected galaxy and QSO pair, the background QSO serves
as a single pencil beam to explore the line-of-sight gas distribution
through the galactic halo at the projected distance where the QSO
appears.

While QSO absorption spectroscopy offers unparalleled sensitiv-
ities for uncovering low-density gas, a single QSO spectrum does
not yield a two-dimensional (2D) map of halo gas around individual
galaxies like conventional 21 cm observations (e.g. Chynoweth et al.
2008). Studies of halo gas around distant galaxies have therefore
relied on a statistical approach to characterize the spatial distri-
bution of tenuous gas in galactic haloes (e.g. Lanzetta & Bowen
1990) and to estimate a mean value of gas covering fraction (e.g.
Lanzetta et al. 1995; Chen et al. 2010a; Tumlinson et al. 2011) over
an ensemble of intervening galaxies. However, details regarding the
spatial variation of gas density and kinematics remain unknown for
individual haloes. Knowing the kinematics of halo gas revealed in
absorption-line surveys bears significantly on all effort to charac-
terize gas infall and outflows around star-forming galaxies using
absorption spectroscopy (e.g. Faucher-Giguère & Kereš 2011).

Recent galaxy survey data have revealed the ubiquitous presence
of outflows in star-forming galaxies at z > 0.7, through observations
of blueshifted Mg II λλ2796, 2803 self-absorption against the UV
light from star-forming regions (e.g. Weiner et al. 2009; Rubin et al.
2010; Bordoloi et al. 2013). Although the distance of the outflowing
material is unknown in these observations (but see Rubin et al.
2011; Martin et al. 2013, for two cases that exhibit outflowing gas in
emission out to ∼10 kpc), such finding has triggered several follow-
up studies that attribute the majority of metal-line absorbers (such
as Mg II, C IV and O VI) uncovered along random sightlines to those
high-speed outflows revealed through self-absorption of UV light
(e.g. Steidel et al. 2010; Chelouche & Bowen 2010; Nestor et al.
2011; Tumlinson et al. 2011; Werk et al. 2013). Such interpretation
naturally implies a minimal presence of gas accretion around star-
forming galaxies.

An additional empirical finding that supports the notion of a non-
negligible fraction of metal-line absorbers originating in starburst-
driven outflows is the enhanced Mg II absorption near the minor axes
and within 50 projected kpc of disc galaxies at z ∼ 0.7 by Bordoloi
et al. (2011). This finding has been followed by reports of a possible
bimodal azimuthal dependence of Mg II absorbers (e.g. Bouché et al.
2012; Kacprzak, Churchill & Nielsen 2012), attributing metal-line
absorbers observed near minor axes to outflowing gas and those
observed near major axes to infalling gas. A bimodal distribution in
the disc orientation of a Mg II-selected galaxy sample suggests that
both gas infall and outflows contribute comparably to the absorber
population. It also suggests that the physical origin of an absorber
can be determined if the disc orientation is known. However, the
velocity field of outflows/accretion is not known and such report
has also raised new questions.

For example, a natural expectation for absorption lines produced
in outflows is that the observed velocity profile depends on the in-
clination of the star-forming disc, with the largest velocity spread
expected when looking directly into a face-on star-forming disc
(e.g. Gauthier & Chen 2012). While such inclination-dependent ab-
sorption width is clearly seen in the self-absorption of galaxy UV
light (e.g. Bordoloi et al. 2013; Kornei et al. 2012), it appears to be
weak or absent among random absorbers found in transverse direc-
tion from star-forming galaxies (e.g. Bordoloi et al. 2011; Bouché
et al. 2012). The lack of correlation between absorber width and
disc inclination appears to be discrepant from the expectations of
an outflow origin. In addition, galactic-scale outflows in local star-

bursts are observed to follow the path of least resistance along
the polar axis (e.g. Heckman, Armus & Miley 1990). If this fea-
ture also applies to distant star-forming galaxies, then known disc
orientation and inclination allow us to deproject the observed line-
of-sight velocity distribution along the polar axis and examine the
energetics required to power the outflows. Gauthier & Chen (2012)
showed that if the Mg II absorbers observed at ρ > 7 kpc from
star-forming galaxies originate in outflows, then either the outflows
are decelerating (inconsistent with the interpretation of blue-shifted
absorption tails by Martin & Bouché 2009; Steidel et al. 2010) or
there needs to be additional kinetic energy input at >10 kpc beyond
the disc plane. Finally, Chen (2012) showed that both the spatial
extent and mean absorption equivalent width of halo gas around
galaxies of comparable mass have changed little since z ≈ 2.2, de-
spite the observations that individual galaxies at z ≈ 2 on average
were forming stars at >20 times faster rate than low-redshift galax-
ies (Wuyts et al. 2011). The constant spatial profile in absorption
around galaxies of disparate star formation properties is difficult to
reconcile, if these absorbers originate primarily in starburst-driven
outflows. Consequently, the origin of halo gas revealed in absorption
spectroscopy remains an open question and to fully understand the
origin and growth of gaseous haloes around galaxies requires new
observations.

To go beyond the traditional one-dimensional application of QSO
probes, we have targeted two intermediate-redshift galaxies in the
field around the quadruply-lensed QSO HE 0435−1223 at z = 1.689
(Wisotzki et al. 2002) and searched for absorption features in
the spectra of individual lensed QSO images that are associated
with the galaxies. The four QSO images are separated by ≈1.6–
2.5 arcsec (Fig. 1) and serve as a natural integral field unit for
mapping the kinematics of halo gas around individual galaxies in

Figure 1. Optical composite image of the field surrounding HE0435−1223
made using the HST/WFC3 UVIS channel and the F275W filter, and ACS
WFC and the F555W and F814W filters. The four lensed images (ABCD)
of the background QSO at z = 1.689 are well resolved from the lens at
zlens = 0.4546 with a maximum angular separation of AC = 2.5 arcsec.
Galaxies, G1 and G2, are spectroscopically identified at z = 0.4188 and
z = 0.7818, respectively (see Section 3 for discussion).
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The future: mapping the origins of the CGM gas

This is actually a very small sample if we want 
to understand the scaling relations in galaxies.

Why do we need more of this if we 
have samples like this from HST?

colors, and impact parameter of the sightlines, we refer the
reader to Table 1 presented in this paper (for the COS-GASS
sample) and Table 2 from the published work by Tumlinson
et al. (2013).

2.2. Observations and Data Reduction

The data presented in this paper were obtained under the
COS-GASS survey (program=12603; P.I. Heckman) observed
with the COS aboard the HST using the high-resolution grating
G130M (R=20,000–24,000 ; FWHM=12–15 km s−1). The
wavelength coverage of the spectrograph is 1140–1470Å. The
galaxies being at lower redshift (maximum redshift of 0.05)
allows us to probe a wide variety of far-UV line transitions such
as Lyα(l1216), Si II(l1190, 1193, and 1260), Si III(l1206),
Si IV(ll1393, 1402), C II (l1334), and O I(l1302).

Absorption features that have equivalent widths larger than
triple the noise in the spectra were picked out, and then
identified both in terms of the transition and redshift. This
allowed us to detect any contamination to the absorption
associated with the target galaxies. We searched in a velocity
window of ±600 km s−1 from the systemic velocity (using
optimal redshift from SDSS that is tracing the stars and ionized
gas in the central region of the galaxies) for associated
absorbers. The absorbers were measured and Voigt profile fits
were performed. More information on the data reduction can be
found in the previous publication of COS-GASS (Borthakur
et al. 2015). This procedure is identical to that followed by
Tumlinson et al. (2013) and Werk et al. (2013) for the COS-
Halos program.

3. RESULTS

The COS-GASS survey covered a wavelength range of
≈1150–1450Å for most galaxies. This includes the prominent
transitions like H ILyαλ1216, O I λ1302, C II λ1334, Si II
λ1260, 1193, 1190, Si IIIλ1206, Si IVλλ 1393, 1402, and
N Vλ1239. H ILyαand Si III λ1206 are the strongest lines
detected in our sample. In this paper, we will primarily focus
on these, the two most sensitive probes. A paper presenting all
the other metal-lines detected in COS-GASS survey is in
preparation. Table 2 presents the measurements for Lyαand
Si III for each of the sightlines from the COS-GASS sample. In
cases where we do not detect any absorption features, we quote

a 3σ equivalent width as the upper limit. The detection limits
for the COS-GASS sample are typically ∼50mÅ, which
corresponds to Log N(H I)=12.96, Log N(Si II)=12.55,
Log N(Si III)=12.37, Log N(Si IV)=13.05, and Log N
(C II)=13.39, respectively.
The measurements for COS-Halos sightlines can be found in

the published work by Werk et al. (2013).

3.1. Overall Detection Rates

The Lyαabsorption-line, produced by neutral Hydrogen, is
the strongest transition found in the combined data. Lyαab-
sorption was detected in 75/82 ( -

+91 %15
9 ) sightlines where

measurements could be made. This detection rate is consistent
with those found by Prochaska et al. (2011), Stocke et al.
(2013), Liang & Chen (2014). Often, the absorption features
are saturated; hence, we use the equivalent width for our
analysis, as we are not able to accurately determine the column
densities of these absorbers. The Lyαis primarily tracing gas at
a temperature of » -10 K4 5.5 (based on the Doppler widths14).
The Si III λ1206.5 absorption-line is the strongest feature

tracing metals in the COS-GASS survey, thus making it the
most sensitive tracer of the warm CGM (also see Collins et al.
2009; Shull et al. 2009; Lehner et al. 2012, 2015; Richter et al.
2016). Out of 37 sightlines for the COS-GASS sample, where
data were uncontaminated and measurements could be made,
we detected Si III in 11 of them. Thus, the detection rate of Si III
in the outer halo is 30±10%. This is smaller than results for
the inner CGM, as found by (COS-Halos survey; Werk et al.
2013), Liang & Chen (2014) and Richter et al. (2016).15

Because our study primarily focuses on the outer CGM
( r< <R R0.5 1.5vir vir with the exception of two inner
sightlines), a more relevant comparison would be the covering
fraction of Si III of -

+14 5
11% for sightlines with

0.54 r< <R R1.02vir vir by Liang & Chen (2014). Both the
numbers are broadly consistent, given that the error ranges in
the estimate do have an overlap. Interestingly, the two inner
sightlines in the COS-GASS sample, which one might naively

Figure 1. Distribution of galaxy properties for the COS-GASS and COS-Halos samples. The left panel shows the stellar mass distribution, and the right panel
shows the virial radius distribution. The Rvir for both samples were estimated using the prescription described by Kravtsov et al. (2014), Mandelbaum et al. (2016), and
Liang & Chen (2014), as described in Section 2.1.

14 This does not rule out the presence of a substantial “hot” medium at
temperatures of » >T 10 K6 that may be traced by species like O VII.
15 It is worth noting that the study by Richter et al. (2016) is a statistical study
of the Si III toward 303 QSO sightlines that may be associated with galaxies
(instead of a targeted study of the CGM).
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The AGN Impact on the CGM of Cen A
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Figure 1: The multi-scale structure of the AGN jets about Cen A. Top: The γ-ray (left) and radio 
(right) emission from the outer lobes of Cen A with locations of our proposed COS sight lines marked 
(adapted from Sun et al. 2016). The green contours on the top left show the Planck 30 GHz lobe contours. 
With targets #1-4, we will directly determine the extent of the influence of AGN feedback and the AGN 
impact on the geometry of the CGM of a radio galaxy. With target #5, we will assess the roll-off in CGM 
surface density as it dovetails with potential gas from the Centaurus Group (25 galaxies, including well-
known M83 and NGC5253). NGC5128 is the only massive elliptical in the group. We emphasize that the 
COS observations of the MW Fermi Bubbles demonstrated the ability of UV absorption lines to probe 
entrained cool gas in hot gamma-ray emitting plasma and AGN-driven outflows (Fox et al. 2015; 
Bordoloi et al. 2017). Bottom: Color composite images of Centaurus A at smaller scales, revealing the 
inner lobes and jets emanating from the active galaxy’s central black hole. Note the different scales 
between the top and bottom panels. 
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Figure 5. Top: The column density limits through the CGM of M31 compared with the results of the absorption-line COS-
Halos survey (Prochaska et al. 2017, see also Thom et al. 2012; Tumlinson et al. 2013). The error bars without central values
represent sight lines for which Prochaska et al. (2017) bracket the column densities with upper and lower limit, arguing for a flat
probability distribution between those 95% confidence limits. Because the COS-Halos results probe galaxies over 2 dex in stellar
mass (9.5 . logM⇤/M� . 11.5), we plot the position of each galaxy according to its normalized impact parameter, ⇢/Rvir

(i.e., according to the impact parameter scale on the top axis) for comparison with the M31 results. Only about half of the
COS-Halos systems are seen in this plot, the rest having column densities logN(H I)  16.5. All of the COS-Halos galaxies are
at ⇢/Rvir . 0.75. Bottom: Covering factor limits for M31 compared with the covering factor of logN(H I) � 17.6 absorption in
the ensemble of COS-Halos galaxies. Here we have calculated the cumulative covering factors for the revised COS-Halos survey
of H I (Prochaska et al. 2017, see also Thom et al. 2012; Tumlinson et al. 2013). The central value for the COS-Halos results
is the median of the output distribution from the Monte Carlo approach described in the text, while the error bars denote the
10% to 90% quantiles. All of the COS-Halos galaxies are at ⇢/Rvir . 0.75, so we only plot covering factors within that limit.
Note that the distribution of sight lines for the COS-Halos sample (grey histogram in the upper panel) is significantly di↵erent
than that of our Andromeda sample, with the former weighting smaller normalized impact parameters more heavily.
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Figure 1. The locations of our GBT pointings relative to the M31-M33 system, where the axes show physical impact parameter
from the center of M31. In this orientation, north is up, east to the left. The 25 Project AMIGA sight lines have red outlines;
the supplemental sight lines have black outlines and are smaller. Two probable MS detections are filled in cyan. The remainder
of the sight lines have non-detections of H I associated with M31. Dotted circles show impact parameters ⇢ = 100, 200, 300 kpc,
the last being roughly Rvir. The sizes and orientations of the two galaxies are taken from the RC3 (de Vaucouleurs et al. 1991)
and correspond to the optical R25 values. The dashed line shows the plane of the Magellanic System (bMS = 0�) as defined by
Nidever et al. (2008). The region within bMS = ±15� is shaded.

the basic brightness temperature calibration and stray radiation correction and Lockman et al. (2012) for the scan
coaddition and baseline fitting. For each sight line we individually examined each 10 minute scan, including both
polarizations. In some cases we interpolated over occasional localized interference, i.e., for interference a↵ecting a
small number of channels in a given scan. In a few cases, individual scans were excluded from the coaddition if such
interference occupied a large number of channels. The quality of the spectral baselines is one of the limiting factors in
setting our column density sensitivity. For some scans, one of the linear polarized receivers had much worse baselines
than typical. We excluded these from the subsequent data processing. We fitted spectral baselines separately to each
scan and linear polarization over a very broad velocity range before coaddition. We adopted third- to fifth-order
polynomials, taking care to exclude regions of potential emission from the fitting. The individual baseline-corrected
spectra for a given sight line were then coadded with equal weights after applying an atmospheric extinction correction
to each. Finally we corrected for the GBT’s main beam e�ciency at 21-cm (⌘mb = 0.88). The final data are binned
to ⇠ 0.6 km s�1 channel width. Several examples of our final spectra are shown in Figure 2.
We have performed an automated search for emission at � 5� significance over the velocity range �515  vLSR 

�170 km s�1 (M31 has a systemic velocity vsys = �300 km s�1). Our observations have typical RMS brightness
temperature fluctuations of �b ⇡ 8 mK over the search velocities, with a full range between ⇡ 7 and 12 mK per
0.6 km s�1 channel. The RMS brightness temperatures for each sight line, derived empirically over the full range of
velocities searched for M31 emission, are given in Table 1. Because we have calculated these empirically they include
both the random noise and the e↵ects of imperfect baseline subtractions or local baseline irregularities.
For each sight line we calculate detection limits for the H I column density assuming the optically thin approximation:

N(H I) = [1.8⇥1018 cm�2 (K km s�1)
�1

]
R
T

b

dv. Any H I in the CGM of M31 will be optically thin in the 21-cm line.
The opacity of the 21-cm line is ⌧ = (5.2 ⇥ 10�19 K km s�1 cm2)N(H I) FWHM�1

T

�1
ex

(Dickey & Lockman 1990),

Howk+ (2017)



Absorption line tomography of galaxy halos enabled by LUVOIR.



Each HST spectrograph had a factor of 10 improvement over 
its predecessor 

GHRS 
*10x spectral resolution of IUE

*At R ~ 100,000, Δλ ~ 7 Å!

STIS 
*~30x spectral coverage


for R ~ 100,000

COS 
* ~10x sensitivity, at lower R

* > 10x greater observable sample 


of objects!



Mapping the origins of stars in galaxies means imaging the CGM

The presence and quantity of “warm” metals is strongly 
correlated with star formation properties of galaxies. 

…but it is not for H I (Thom+ 2012). 

M31
(Lehner+ 2015)

Tumlinson+ (2011)
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5. DISCUSSION

It is only recently that comparing the CGM of simulations to
data has become possible and that emission-line predictions
from the simulations are relevant for upcoming observations.
We are entering a new realm of detailed CGM studies for
which it is necessary to understand the limitations of current
simulations and to evaluate which conclusions we expect to
remain robust.

In this paper, we have examined a single simulation of a
Milky-Way-like galaxy using one form of purely thermal SN
feedback in an enzo adaptive mesh refinement (AMR)
simulation. Like Hummels et al. (2013), who usea similar
prescription, we find that the simulation has difficulty in
producing the necessary column densities for all the ions, but
especially O VI. Hummels et al. (2013) found that implement-
ing stronger feedback brought better agreement, while we have
found that lowering the assumed EUVB can be equally
effective. On the contrary, the most common way to implement
SN feedback in SPH simulations is to give either a constant or
physically scaled velocity kick to a series of wind particles
thatcarry away the SN energy in kinetic form. One such
simulation by Ford et al. (2016) found better agreement with
the low ions, although they still fail to reproduce the O VI
observations. This implies that the direct, thermal methods
prevalent in AMR causethe gas to reach higher temperatures
as opposed to the wind velocity approach of SPH simulations,
which shock heat differently. Furthermore, the simple
thermal feedback assumed in this simulation also leads to the
well-known overcooling problem. The H I distribution of the
galaxy is known to be too centrally concentrated at z=0
(Fernández et al. 2012), and too many stars are formed (Joung
et al. 2012).

However, new methods are emerging that incorporate
additional components of the SN feedback. For example,
Liang et al. (2016) included prescriptions for SN pressure and
momentum in addition to a thermal heating model in a series of
RAMSES AMR simulations. Their fiducial model was also not
a good fit to low-z data, and again, increasing the feedback and
lowering the star formation efficiency led to greater agreement.
Building on the wind velocity method, AREPO and Illustris in
particular include an implementation of AGN feedback with
quasar and radio modes. Suresh et al. (2015b) found that
including the radio mode in particular is responsible for
enriching the CGM in the simulations and reproduces the
bimodality of star-forming and passive galaxies seen in O VI
data. However, they still see a stronger mass dependence on the
O VI distribution than what is observed, and the radio mode
feedback in Illustris is known to be too extreme, removing too

much gas from the center of massive galaxies (Genel et al.
2014; Suresh et al. 2015b). Oppenheimer et al. (2016) found
that AGN feedback in their EAGLE SPH simulations does not
have a large effect on the O VI column densities and that the
lower values for passive galaxies areinstead driven by their
higher virial temperature. Additionally, the inclusion of
nonequilibrium chemistry in their simulations also does not
resolve the almost universal issue of producing too little O VI
for star-forming galaxies and passive galaxies alike. Finally,
Salem et al. (2016) found that implementing a two-fluid
cosmic-ray method resulted in a cosmic-ray-driven wind that
gradually accelerated the gas, allowing for a larger range of gas
temperatures, as well as a higher metallicity beyond 100 kpc.
Both contribute to higher column densities for all of the ions
considered in this paper. In particular, the simulation
reproduced the O VI measurements of the COS Halos survey
for star-forming galaxies.
In short, reproducing both the stellar properties and the CGM

properties of a given galaxy at low redshift is a major
theoretical challenge and an important test of modern
simulation methods. The majority have difficulties in capturing
the multiphase medium required to produce such high levels of
low and high ions in the data. Likely, a combination of these
advanced feedback prescriptions will be necessary to remedy
this. Thus, low-z CGM absorption measurements are a
powerful new way to constrain such prescriptions and further
motivatethe emission observations we are predicting in this
work. Emission predictions can provide complementary
constraints on these feedback processes. Understanding the
role and effect of purely thermal SN feedback in work such as
this will allow us to estimate its importance in future work with
more complex schemes.
In addition to the uncertainty in the feedback scheme, the

resolution of the simulation potentially limits the conclusions
that can be drawn from comparisons with the column density
data. Werk et al. (2014) found low number densities for the
cool clouds causing the absorption in the COS Halos data,
corresponding to cloud sizes of 0.1–2000 pc, the larger of
which can be resolved by current zoom-in simulations.
However, Crighton et al. (2015) detected the presence of eight
smaller (<100–500 pc), higher-density clouds in aQSO
spectrum with a z=2.5 foreground galaxy. If these scales
are the norm, simulations may not resolve these clouds, which
exist beyond the high-density disk and which potentially
contain a large fraction of the cool CGM gas. These resolution
concerns and the possible existence of dense clouds relate back
to the feedback mechanisms required to accurately reproduce
the multiphase medium. Dense clumps will have cool, self-

Figure 10. Radial profiles of density, temperature, and metallicity at a series of redshifts. The spherical averages of these quantities are plotted. They quantitatively
demonstrate the trends driving the evolution of the emission—the average density lowers with time, while the temperature increases. Spikes in the profiles correspond
to substructure in the halo of the main galaxy.

15

The Astrophysical Journal, 827:148 (20pp), 2016 August 20 Corlies & Schiminovich

Morphological information –  
Where are the filaments and winds?

Cooling rates –  
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winds lose their energy to radiation? 

Physical Scales –  
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See also van de Voort & Schaye (2013), Bertone & Schaye (2012)

5. DISCUSSION

It is only recently that comparing the CGM of simulations to
data has become possible and that emission-line predictions
from the simulations are relevant for upcoming observations.
We are entering a new realm of detailed CGM studies for
which it is necessary to understand the limitations of current
simulations and to evaluate which conclusions we expect to
remain robust.

In this paper, we have examined a single simulation of a
Milky-Way-like galaxy using one form of purely thermal SN
feedback in an enzo adaptive mesh refinement (AMR)
simulation. Like Hummels et al. (2013), who usea similar
prescription, we find that the simulation has difficulty in
producing the necessary column densities for all the ions, but
especially O VI. Hummels et al. (2013) found that implement-
ing stronger feedback brought better agreement, while we have
found that lowering the assumed EUVB can be equally
effective. On the contrary, the most common way to implement
SN feedback in SPH simulations is to give either a constant or
physically scaled velocity kick to a series of wind particles
thatcarry away the SN energy in kinetic form. One such
simulation by Ford et al. (2016) found better agreement with
the low ions, although they still fail to reproduce the O VI
observations. This implies that the direct, thermal methods
prevalent in AMR causethe gas to reach higher temperatures
as opposed to the wind velocity approach of SPH simulations,
which shock heat differently. Furthermore, the simple
thermal feedback assumed in this simulation also leads to the
well-known overcooling problem. The H I distribution of the
galaxy is known to be too centrally concentrated at z=0
(Fernández et al. 2012), and too many stars are formed (Joung
et al. 2012).

However, new methods are emerging that incorporate
additional components of the SN feedback. For example,
Liang et al. (2016) included prescriptions for SN pressure and
momentum in addition to a thermal heating model in a series of
RAMSES AMR simulations. Their fiducial model was also not
a good fit to low-z data, and again, increasing the feedback and
lowering the star formation efficiency led to greater agreement.
Building on the wind velocity method, AREPO and Illustris in
particular include an implementation of AGN feedback with
quasar and radio modes. Suresh et al. (2015b) found that
including the radio mode in particular is responsible for
enriching the CGM in the simulations and reproduces the
bimodality of star-forming and passive galaxies seen in O VI
data. However, they still see a stronger mass dependence on the
O VI distribution than what is observed, and the radio mode
feedback in Illustris is known to be too extreme, removing too

much gas from the center of massive galaxies (Genel et al.
2014; Suresh et al. 2015b). Oppenheimer et al. (2016) found
that AGN feedback in their EAGLE SPH simulations does not
have a large effect on the O VI column densities and that the
lower values for passive galaxies areinstead driven by their
higher virial temperature. Additionally, the inclusion of
nonequilibrium chemistry in their simulations also does not
resolve the almost universal issue of producing too little O VI
for star-forming galaxies and passive galaxies alike. Finally,
Salem et al. (2016) found that implementing a two-fluid
cosmic-ray method resulted in a cosmic-ray-driven wind that
gradually accelerated the gas, allowing for a larger range of gas
temperatures, as well as a higher metallicity beyond 100 kpc.
Both contribute to higher column densities for all of the ions
considered in this paper. In particular, the simulation
reproduced the O VI measurements of the COS Halos survey
for star-forming galaxies.
In short, reproducing both the stellar properties and the CGM

properties of a given galaxy at low redshift is a major
theoretical challenge and an important test of modern
simulation methods. The majority have difficulties in capturing
the multiphase medium required to produce such high levels of
low and high ions in the data. Likely, a combination of these
advanced feedback prescriptions will be necessary to remedy
this. Thus, low-z CGM absorption measurements are a
powerful new way to constrain such prescriptions and further
motivatethe emission observations we are predicting in this
work. Emission predictions can provide complementary
constraints on these feedback processes. Understanding the
role and effect of purely thermal SN feedback in work such as
this will allow us to estimate its importance in future work with
more complex schemes.
In addition to the uncertainty in the feedback scheme, the

resolution of the simulation potentially limits the conclusions
that can be drawn from comparisons with the column density
data. Werk et al. (2014) found low number densities for the
cool clouds causing the absorption in the COS Halos data,
corresponding to cloud sizes of 0.1–2000 pc, the larger of
which can be resolved by current zoom-in simulations.
However, Crighton et al. (2015) detected the presence of eight
smaller (<100–500 pc), higher-density clouds in aQSO
spectrum with a z=2.5 foreground galaxy. If these scales
are the norm, simulations may not resolve these clouds, which
exist beyond the high-density disk and which potentially
contain a large fraction of the cool CGM gas. These resolution
concerns and the possible existence of dense clouds relate back
to the feedback mechanisms required to accurately reproduce
the multiphase medium. Dense clumps will have cool, self-

Figure 10. Radial profiles of density, temperature, and metallicity at a series of redshifts. The spherical averages of these quantities are plotted. They quantitatively
demonstrate the trends driving the evolution of the emission—the average density lowers with time, while the temperature increases. Spikes in the profiles correspond
to substructure in the halo of the main galaxy.
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The “cosmic web” in Lyα, lit up by QSOs/AGNs

FABulous Nebula



Low-redshift gives access to metal tracers in emission

follow this non-parametric approach of computing the
moments of the flux distribution within the 3D-mask region.
Restricting the analysis to the voxels associated with the
CubExtractor 3D-masks significantly reduces the effect of the
noise in this non-parametric approach.

In Figure 6, we show the maps of the first moment of the flux
distribution, i.e., the flux-weighted velocity centroid shift
relative to the peak of the integrated aLy emission of each
nebula. While some systems, e.g., #15, show possible
evidences of rotation in a disk-like structure, the majority of
the nebulae do not show clear evidences from the aLy
emission of rotation or other ordered kinematic patterns. The
largest nebulae show, instead, strikingly coherent kinematical
structures over very large distances (e.g., #1 and #3). We note
that the aLy line is in general not the best indicator for
kinematics because of radiative transfer effects, but these
typically tend to disrupt coherency on large scales rather than
enhance them (Cantalupo et al. 2005).

In Figure 7, we present the maps of the second moment of
the flux distribution, i.e., the velocity dispersion. For
consistency with previous works in the literature we show
the Gaussian-equivalent FWHM derived by multiplying the
second moment by 2.35. Again, we stress that the aLy line
may also be broadened by radiative transfer effects, so from
this FWHM we cannot directly constrain the thermal properties
of the gas. Nonetheless, the relative comparison between
different objects is still informative. This figure clearly shows
the main difference between radio-quiet and radio-loud
systems: radio-quiet nebulae are narrower (500–700 km s−1)
than radio-loud systems (FWHM> 1000 km s−1) in agreement
with previous results (e.g.,Villar-Martín et al. 2007). There is
only one radio-quiet nebula with broad-line emission, i.e., #6,
and this is also the nebula that showed a clearly distinct SB
profile (see Section 4.3). This is a striking confirmation that,
even when ubiquitously detected, radio-quiet quasar nebula
may have a different origin with respect to radio-loud systems.
We will return to this point in our discussion below.

4.5. Line Ratios

The MUSE wavelength coverage allows us to search for
other extended rest-frame UV lines, namely C IV/l1549 Å
and He II/l1640 Å. These are typically the brightest UV lines
after hydrogen aLy for AGN-photoionized nebulae and their
line ratios have traditionally been used to constrain the origin
and physical properties of the emitting gas (see e.g., Dey
et al. 2005; Villar-Martín et al. 2007, Humphrey et al. 2008;
Prescott et al. 2009; Scarlata et al. 2009; Arrigoni Battaia
et al. 2015a, 2015b). In particular, the strengths of He II and
C IV with respect to aLy may provide information on the
ionization parameter, gas density and metallicity, and even-
tually on the mechanism responsible for the gas emission.
Giant aLy nebulae around high-redshift radio galaxies
typically show C IV and He II as well as other lines (Villar-
Martín et al. 2007), which suggests a high metallicity for the
gas and therefore an origin related to outflows rather than
pristine intergalactic gas accretion.
We again used the 3D-masks produced by CubExtractor to

search for spatially coherent C IV and He II lines with the
following strategy. Because the aLy emission peak may be
shifted by radiative transfer effects with respect to other lines, we
“scanned” around the expected location of these lines by shifting
the aLy defined 3D-mask along the wavelength direction. We
then compute the total flux of the voxels associated with the 3D-
mask at each spectral location. Using the same three-dimensional
aperture for aLy and the other lines guarantee that we do not
have any aperture effects in the line ratios. However, because we
expect the aLy emission to alwaysbebrighter (and more
extended), this approach gives us very conservative limits in
thecase of non-detections. In particular, we use the statistics of
the “scan” to estimate the noise associated with the aperture
photometry performed with the 3D-mask and we consider any
line falling within ±3000 km s−1 from the expected line center
with a flux higher than a s2 detection. In thecase of a non-
detection, we use the s2 as a limit.
The results are summarized in Table 2 and presented in

Figure 8, where we also compare them with previous studies of

Figure 5. Comparison between the circularly averaged SB profiles of the MUSE detected aLy nebulae (gray lines are individual profiles and purple line is the average
profile, as in Figure 4) and other systems in the literature: Slug Nebula (orange line, the dashed line indicates the region contaminated by the quasar PSF), aLy haloes
around individual galaxies detected in the MUSE-HDFS field (shaded blue area), and the LBG-stack of Steidel et al. (2011) (green line). The left-hand panel shows the
observed SB as a function of the projected physical distance. In the central panel the x-axis is the same as before but the SB is redshift dimming corrected. Finally, the
right-hand panel shows the redshift dimming corrected SB profiles as a function of comoving projected distance. Once corrected for the different redshifts, the slopes
of the profiles of the MUSE detected nebulae are very similar to those of both the Slug Nebula and the LBG stack, suggesting a similar origin for all these different
systems as discussed in detail in Section 5. In particular, the redshift-corrected profile of the Slug Nebula is perfectly compatible with the typical profile of the MUSE
detected nebulae both in terms of slope and normalization.
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Figure 1. “Optimally extracted” aLy images from PSF and continuum-subtracted MUSE datacubes obtained with CubExtractor for each quasar observed in this
study. Each image has a linear projected size of 44 arcsec, and the original position of the quasar is marked by a black dot. The white bar indicates a physical scale of
100 kpc. The images have been produced by collapsing the datacube voxels associated with the CubExtractor three-dimensional segmentation maps (the “3D-mask”)
along the wavelength direction (see 4.1). The 3D-masks have been obtained with a signal-to-noise ratio (S/N) threshold of twoper smoothed voxel as discussed in
Section 3. For display purposes, we have added—by means of the union operator—to the object 3D-mask one wavelength layer of the cube corresponding to the
central wavelength of the nebulae. The spatial projection of the 3D-mask is indicated by the thick contours that typically correspond to an SB of about 10−18 erg s−1

cm−2 arcsec−2. The thin contours indicate the propagated S/N in the images. The two highest contour levels represent S/N=2 and S/N=4, while the other
contours are separated by ΔS/N=6. As is clear from this image, each field shows the presence of extended Lyα emission at a high significance level.
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Low backgrounds, FUV wavelength access, low (1+z)4 make this problem a tempting target for LUVOIR.
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Abstract: 

Necessity of OVI imaging:

J1156+5008:The First Direct Image of an OVI halo

Cycle 23 Observations of Four Dwarf Starbursts:
Figure 5: The extended sample —  Applying the same selection criteria as J1156, we identified four galaxies with flat continuum 
spectra exhibiting strong nebular emission lines, indicative of ongoing star formation (20-100M⦿/yr). These galaxies show a range 
of optical morphologies; some show irregular morphologies (perhaps indicative of a merger), though all are compact.  For 
reference, [OIIIλ5007]/[OIIλλ3726,3729] <1-3 measured for the sample [19] is relatively moderate, comparable to the low-redshift 
population of, e.g., star-forming dwarfs [20]. At right, we show the SDSS spectrum and image for 2 galaxies in the sample.  We 
have reduced and PSF-matched SBC & UVIS imaging, J154748.41+511910.0 and J124814.83+155829.3.  At far right, we show 
these 2 galaxies’ HST and SDSS (inset) color images at the same orientation (scalebar length≅2 arcsecond).These galaxies show 
complex morphologies in the HST imaging, with multiple bright knots of strong star formation and likely evidence for mergers.

d

Figure 6: Surface Brightness Profiles— Production of the OVI emission line map is a multistep process which we outline 
here briefly. After drizzling all data to a common WCS frame and pixel scale, the PSF in each filter must be modeled 
[Melinder+, in prep.] and matched across the entire bandpass to ensure that the stellar continuum can be subtracted from 
the OVI synthetic bandpass. We model this continuum using the F140LP and F435W imaging maps as a power law (PL), 
fλ∝λβ, which is then extrapolated to the F125LP bandpass. To capture this spatial variation arising from, e.g., local variations 
in specific SFR or dust, we measure surface brightness profiles using the PL β-map measured per pixel.

Conclusions and Future Work:

luminosity function of galaxies and maintain the star-forming main sequence (for a review; [1]).  Furthermore, feedback from star 
formation (supernovae and stellar winds) evacuates metals from galaxies to pollute the CGM [2]. In low-mass dwarf (M<~108M⦿) 
galaxies, the effects of stellar feedback are particularly pronounced. Such galaxies likely lose the majority of their metals to the 
CGM [3] and the outsized role dwarf galaxies play in reionization may be directly tied to feedback therein[4,5,6]. Future studies of 
feedback in high-redshift dwarf galaxies, e.g. with JWST, will necessarily rely on diagnostics calibrated for their low-redshift 
analogs. We present recent efforts to characterize feedback in low-redshift starbursts via HST observations of the warm, OVI-
emitting halos. Combining UV-optical ground and space-based imaging and spectroscopy we present the results of a first census 
of the OVI luminosity, halo morphology, and physical properties  of five low-redshift dwarf starburst galaxies.

The importance of feedback to the evolution of galaxies and the IGM cannot be overstated. Strong 
feedback drives galactic superwinds, the cumulative effect of which acts to modify the observed

Assessing stellar feedback requires multi-wavelength observations 
in order to probe the ISM over 4 orders of magnitude in 
temperature. Optical nebular emission (TISM~104K) observations 
can constrain, e.g., the kinematics of gas outflows; while X-ray 
observations (TISM~106K) constrain adiabatic expansion of 
galactic superwinds energized by supernovae.  The interface 
between these phases, the warm ISM (T~105K), is best probed by 
the primary metal cooling line OVIλλ1032,1038Å [7]. To date, 
detection of OVI emission has been limited to spectroscopic UV 
observations (FUSE;[8]) and restricted to a small aperture.  These 
technical limitations make the survey of distribution of metals [see 
9] in the CGM of galaxies, and studies of feedback, difficult. We 
present a novel method using HST ACS/SBC to image the OVI 
halos, effectively bypassing many of systematic limitations 
encountered in previous enterprising studies.

Figure 1: Synthesized OVI Narrowband — Applying a 
methodology first used to imaging HI Lyα in low-redshift 
galaxies in the LARS survey [10,11,12], we combine SBC 
long-pass (above) filters to synthesize a narrowband 
sensitive to OVI  & Lyα.  Subtracting the underlying 
spectrum, we can isolate these lines and image the full 
spatial profile at the HST spatial resolution.

Figure 2: Sample Selection— For a pilot 
survey [17] we searched the SDSS catalog 
requ i r ing 1) s t rong s ta r fo rmat ion 
(EWHα>200EW; right) dwarf SFGs; 2) a 
redshift 0.23<z<0.29; and 3) minimal MW 
extinction (<0.1mag). With SFR =35M⦿yr-1, 
compact morphology (re<4kpc), low 
metallicity (12+log(O/H)=7.8), J1156+5008 
(right) was identified as the ideal candidate 
for the first OVI imaging campaign with HST.

Figure 3: Observations —In Cycle 22, we obtained ~35ks with 
ACS/SBC broadband FUV imaging;~4ks of WFC3/UVIS 
broadband ACS narrowband imaging; and ~2ks with COS for 
FUV spectroscopy. SBC data are used to directly synthesize the 
OVI/Lyα narrowband, UVIS observation constrain the underlying
stellar continuum. Modeling the 
stellar continuum per pixel, we 
der ive the OVI syn the t ic 
n a r r o w b a n d m a p ( l e f t ) , 
measuring fOVI (r<30kpc)  equal 
to ~1x10-17 erg / s / cm2 .

Few galaxies are confirmed OVI emitters
—NGC 4361, Haro11, M82 [10,13,14] —
making pre-selection difficult. The COS-
Halos absorption line survey [15,16] of 
the CGM in proximity to tens of galaxies 
provided two key insights:  1) OVI is 
ubiquitous in SFG halos, and 2) the 
absorption column increases with 
specific SFR of the host galaxy. Thus, to 
selecting candidate OVI emitters, we 
required SFR and sSFR to be maximized.

Figure 4: —Physical Properties of the OVI Halo: In comparison with the Lyα/Hα halo, the OVI halo 
is ~2x as extended (left).  With the measured column NOVI, and surface brightness scale length (l ~ 
7.5 kpc), and assumptions on halo geometry, we measure MOVI=3x104M⦿. If the OVI emitting regions 
are in pressure equilibrium with the nebular gas, the gas phase metallicity, column density, and the 
cooling rate of the gas can be used to constrain the physical size-scale of the OVI gas, DOVI~10pc. 
Thus, the OVI gas is likely strongly clumped, filling ~1/750 of the volume, which is consistent with 
theoretical expectations that the observed OVI is likely shock-heated and cooling in situ [18].

3) Complete Census of CGM metals: Analysis of these galaxies’ optical spectroscopy, in 
conjunction with forthcoming UV spectroscopy, will be necessary to determine the total 
mass and cooling losses in the warm phase medium. For reference, we calculate for 
J1156 a total cooling loss of ~1% of the mechanical energy injected by supernova loss 
via OVI.  

2) Confirmation of OVI: The F125LP synthetic narrowband is not exclusively sensitive to 
OVI emission. Lyβ and CII* (a resonant line which could scatter to larger radii) can 
potentially contaminate our measurement of OVI. COS spectroscopy will be used 
determine the strength of these lines. For reference, in J1156 LCII*≅ 0.2LOVI, and 
recombination line imaging indicate that the neutral scattering medium was compact 
relative to the OVI halo. In the Cy23 program, we do not obtain Lyα and Hα imaging, but 
future observations for those starbursts with significant F125LP halos would be useful for 
confirmation of the F125LP emission as OVI.

The success of this OVI narrowband imaging program demonstrates that it is now 
directly characterize the full cooling profile of the galactic superwinds in low redshift 
galaxies. To characterize this feedback for J1156 (the most luminous OVI emitter in the 
sample, so far) requires X-ray observations to constrain free-free, thermal losses in the 
halo.  With proposed X-ray observations, combined with these OVI and optical cooling 
losses, we intend to constrain the total adiabatic cooling losses in the halo and—for the 
first time—determine the ultimate fate of a galactic superwind in a starburst galaxy.

The OVI emission line map for J1548+5119, 
reproduced here for a range of typical PL models 
fixed per pixel (inset), is consistent with a non-
detection; perhaps unsurprising considering its 
UV morphology. COS spectroscopy can be useful 
for constraining the wind geometry in this system.

1) The OVI Luminosity of dwarf starbursts: Extending an initial pilot survey of a single 
galaxy, we have obtained imaging of 3 of 4 additional starburst galaxies.  Two of these 
objects have the requisite imaging to detect OVI in emission, and for one (J1247), we 
tentatively report a detection of OVI emission within ~30kpc. 

In contrast, blue PL models (fixed β per pixel) indicate significant 
OVI emission to the northwest of J1247+1558 (above left). We 
reproduce the measured β-map (per-pixel; upper right) and the 
synthetic narrowband surface brightness map (lower right). Within a 
circular annuli measured 10<r<30 kpc from the galaxy core, we 
measure fOVI~5.7x10-18 erg/s/cm2 .

COS FUV spectroscopy (right) 
are critical for confirming this 
OVI detection, while blue-shifted 
OVI 1032A absorption indicates 
an outflow, with  velocity, v~350 
km/s.

Imaging the full multiphase medium to fully constrain feedback:

Motivated by the success of the pilot survey of J1156, we were awarded additional HST orbits  
to replicate the observations of J1156 combining ACS/SBC and UVIS imaging and  COS

spectroscopy of four additional dwarf starbursts. To date, imaging and spectroscopy have been obtained for 3 galaxies. Analysis is ongoing, and full results will be published under Rutkowski + (2017).

β-map

Surface Brightness

Figure (left): The poster author.  I will 
be around STScI for the duration of 
the conference.  I’m happy to chat 
about this or any other science at 
λ<3000Å; just flag me down at 
coffee breaks, etc..
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not represent a non-detection in our sample. Our final target list
includes seven sightlines that are listed as S1–S7 in Table 1.

In addition, we retrieved the FUSE spectra for our sightlines
from MAST. The spectra span a wavelength range of
905–1187Å within which an important absorption line O VI
λ1032 lies. Since O VI is not the focus of this work and we only
use it for a comparison with Si IV, a simpler spectral reduction
was performed. The stellar continuum within ±1000 km s−1 of
1032Å was normalized using first- and second-order poly-
nomial functions. We did not attempt to run Voigt-profile
decomposition for O VI λ1032 given the low S/N of the FUSE
data. The normalized O VI absorption lines and relevant
discussion are presented in Section 6.1.

All HST, FUSE, and GALEX data used in this paper can be
found in MAST: 10.17909/T9FG6R.

2.2. Wavelength Calibration and Spectral Co-addition

As mentioned in Section 2.1, each sightline was observed
with four exposures which produce four spectra that need to be
co-added. The standard CalCOS pipeline provides data
reduction for spectral co-addition and wavelength calibration
with an uncertainty of nearly one resolution element. We show
the original CalCOS-processed stellar spectra in Figure 2. In
the following work, we process and present the spectra in their
original resolution; we do not perform any binning to the
spectra unless otherwise specified.

Several authors have pointed out that problems may arise
with CalCOS wavelength calibration and spectral co-addition,
and thus have written their own pipelines to process HST/COS
spectra in order to minimize the uncertainties. To justify that
CalCOS products are reliable for our scientific analysis, we
used three other pipelines to calibrate and co-add the original
spectra and compared the results with those from CalCOS. The
three pipelines we investigated are (1) the IDL routine
x1d_coadd.pro by Danforth et al. (2010), (2) the spectral co-
add code by Wakker et al. (2015), and (3) the PyCOS pipeline
by Liang & Chen (2014 and viaprivate communication). We

discuss the details of these pipelines and compare them with
CalCOS in Appendix B. All the co-added spectra processed
using these three methods can be found in Zheng et al. (2016,
data set: https://doi.org/10.5281/zenodo.168580).
In brief, our investigation shows consistency between

CalCOS products and those from other pipelines. A couple of
lines using the method of Wakker et al. (2015) have minor
wavelength shifts with respect to the CalCOS spectra but all
within one resolution element. We note that such good
agreement between CalCOS and the other three pipelines is
mainly due to the straightforward setup of our observations.
For each of our sightlines, the observation was completed
with four exposures in one single visit and the spectra
were taken under the same setting. The background stars are
all UV-bright to ensure high S/N. Thus the possibility of
spectral misalignment is largely reduced. CalCOS pipeline is
most likely to become problematic in situations where faint
QSO observations and multiple spectra are obtained at
different epochs. We proceed with our analysis using the
CalCOS co-added spectra that we have tested to be
scientifically reliable by direct comparisons with three other
different methods.

2.3. Line Identification, Continuum Fitting, and Voigt-profile
Fitting

Our observations include interstellar absorption lines of S II
λλ1250, 12536, Fe II λλλ1142, 1143, 1144, P II λ1152, Si IV
λλ1393, 1402, Si II λλλ1190, 1193, 1304,7 Si III λ1206, and
C II λ1334. In Figure 2, we highlight these lines in gray. Due to

Figure 1. Left: distribution of the target stars (S1–S8) in the disk of M33. The background image is from the Galaxy Evolution Explorer (GALEX). S8, indicated by an
open circle, is not used in our analysis (see Section 2.1). Right: number of stars within the COS aperture along each sightline. The background HST/WFPC images
were retrieved from the MAST archive. Images taken with the F170W filter are used when they exist. The red cross indicates the center of the COS aperture, and the
blue circle shows its size (2 5 in diameter). At the distance of M33 (840 kpc), 2 5 is ∼10 pc.

6 S II lines are in fact triplet: 1250, 1253, and 1259 Å. However, S II λ1259 is
blended with the vLSR∼−350 km s−1 component of Si II λ1260, which we
will discuss in Section 7.3 and Appendix A. We do not include S II λ1259 in
our analysis. We also exclude Si II λ1260 and only use Si II λλλ1190,
1193, 1304.
7 In each of our COS spectra, Si II λ1304 is strongly affected by nearby
airglow emission O I λλ1302, 1304 due to oxygen atoms in the exosphere of
the Earth. For this line, we retrieve night-only photons from the spectra, the
process of which is described in detail in Y. Zheng et al. (2017, in preparation).
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We want to map the origins of outflows 
across galaxies, understanding the 
dynamics of both fountains and 
winds.

This means:

– Using down-the-barrel experiments to trace outflows 
at their source against individual star forming 
regions.

– Leveraging multi-object capabilities.

– Coupled with background QSO galaxy 
spectroscopy.

Critical capabilities:
– Multi-object capability.

– Moderate resolution (R ~ 5000+).

Imagine 10s of individual UV slits for which we obtain 
R~5000+ spectra. 

*Especially powerful on larger scales against redshifted 
galaxies for mapping O VI, H I absorption.

See Rubin, Martin, Bouche, Bordoloi, Chen, Kacprzak, …

Zheng+ (2017)



An HST Pathfinder Mode: 
Preparing the case for LUVOIR

The case is made easier if the parameters can be constrained ahead of time. 

• How weak is the hot gas absorption from the halos of galaxies?

• Can we detect emission from the hot halo of a galaxy?

• …



An HST Legacy Mode: 
Preparing for the Abyss

We will have a decade without traditional access to the UV.  What keeps 
the science progressing during that time?

• G140L survey of a uniform sample of Local Group star forming regions.

• Comprehensive survey of WD metals

• UV irradiance / variability in planet host stars across HR diagram 
[e.g., K. France MUSCLES survey]

• Variability survey of debris disk absorption 

• Uniform spectroscopy of top 10 QSOs at z>1 at high S/N to survey EUV 
transitions. [H.W. Chen Cycle 25 program]

Done through community working groups and the continued availability of 
extra large proposal categories.



What cool things can we do with LUVOIR?

What do we need to get ready for and 
scope the design requirements of LUVOIR?

What legacy do we want to leave for 
our decade without UV access?

Plenty!!
And the STDT is seeking science input now…

Let’s test the more extreme cases to see what can be done

Let’s decide this within our communities, seek a 
continued very large opportunity.





Probing the CGM of Luminous Red Galaxies

 

$5

Figure 1: The CGM traced by LLSs. Left: Metallicity distribution function of 54 z ≤ 1 LLSs from the 
combined samples of Lehner et al. (2013) and Wotta et al. (2016). A unimodal distribution is ruled out at 
>99.6% significance, and the results are consistent with a bimodal distribution (see Lehner et al. 2013). The 
Wotta et al. results rely on low-resolution metallicity determinations, described in Fig. 2. The lowest 
metallicity systems are candidates for infalling material.	Most of the low-metallicity absorbers would not be 
identified in previous Mg II searches given their low metal content (equivalent widths).	Right: Cumulative 
covering factor of log N(HI) ≥ 16.4 absorption about COS-Halos galaxies (data from Prochaska et al. 2017) 
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Comparison of [Mg/H] derived through our 
"low-resolution metallicities" using only 
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from detailed ionization corrections in the 
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panel shows the residuals as a function of 
[X/H], which are in agreement with 
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refer to this method as “low-resolution” both 
because the results are somewhat less precise 
than with detailed models and because we 
can rely on low-resolution UV (H I) and 
ground-based optical (Mg II) spectroscopy to 
derive these metallicities. This method is 
tested and calibrated over the same redshift 
range as our target galaxies.
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covering factor of log N(HI) ≥ 16.4 absorption about COS-Halos galaxies (data from Prochaska et al. 2017) 
versus normalized impact parameter, with error bars representing the [10%, 90%] confidence interval. We 
show results only for bins that continue to include new sight lines, and the impact parameters are shifted 
slightly to avoid confusion. We find fc(≤0.25 Rvir) = 0.54 with the [10%, 90%] confidence range [0.36, 0.71] 
for the COS-Halos quiescent galaxies. Our program will probe much higher stellar masses than probed by the 
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6 Technology 
6.1 Overview – Matt Beasley 

1. Development of improved coatings for space telescopes allows increased capabilities in wavelength 
coverage, improved wavefront control, and overall efficiency.  New materials with improved 
control of the deposition process are critical improvements that enable more science by adding 
targets and creating more capable instruments.  

Improvements to mirror coatings suitable for 
large mirrors would contribute to the largest 
possible gains in scientific return from a 
Cosmic Origins Mission.  First, if ultraviolet 
reflectivity can be improved compared to 
existing missions, it will add to the number of 
scientifically viable targets.  In general, the 
number of targets increases dramatically as a 
function of minimum detectable flux. (See 
Figure 6.1)  Second, improved coatings 
improve wavefront error (WFE) budgets.  
With an optical coating requiring less of the 
overall WFE, more error can be allocated to 
fabrication and alignment, which reduces risk 
and therefore cost of a mission.  Third, 
opening the ultraviolet further toward the 
blue, changes and improves the fundamental 
science that can be accomplished.  Access to 
wavelengths currently unavailable (such as 90 

– 110 nm) provide data that simply cannot be accessed without the increased bandpass.  (Figure 6.2)  
Finally, and it cannot be stated strongly enough, improved reflectivity creates more capable instruments 
beyond a simple increase in effective area. For example, far-ultraviolet spectrographs can be cross-
dispersed without a significant loss of effective area, allowing high spectral resolution and broad 
bandpass simultaneously.  That combination, compared to existing systems, reduces the observing time 
necessary on a target by the multiplex advantage of an echelle – well beyond the simple improved 
effective area throughput.  Moving to multi-object systems could increase the advantage even further.  

Beyond improvements to ultraviolet capability, improved coatings would be the path forward to 
developing systems that would produce acceptable wavefront errors for exoplanet observations.  
Specifically, dielectric protective coatings may have too much polarization for some current 
coronagraph designs.  Bare metal coatings will have a smaller overall polarization effect, but there are 
only a few metal coatings suitable for coating a large mirror with associated handling practicalities. 

2. Optical / NIR detector development: Optical detectors are nearly perfect for general astrophysical 
detections.  High time resolution is critical for a small number of science cases.  Improved detector 
radiation tolerance will extend the usable lifetime of missions, particularly for missions not in Low 
Earth Orbit.   Leveraging the commercial developments in detectors will add capability to future 
missions beyond what the limited budget for technology investment can provide.  Projects that 

Figure 6.1. From Jason Tumlinson.  The dotted line describes 
the available targets with Hubble-COS and the FUSE spacecraft.  
The red dots are the targets that have been observed.  Clearly, 
extending Hubble-COS sensitivity toward the blue allows vastly 
more targets. 
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